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#### Abstract

The exact symbolic solution of the Bloch equations is given in the Lagrange form and illustrated with $R_{2}$ experiments using a Hahn echo. Two different methods are also applied to approximately solve the Bloch equations, we find that splittings with effective-field interpretations are very substantially better than other approximations by comparing the errors. Estimates of transverse relaxation, $R_{2}$, from Hahn echos are effected by frequency offset and field inhomogeneity. We use exact solutions of the Bloch equations and simulations to quantify both effects, and find that even in the presence of expected $B_{0}$ inhomogeneity, off-resonance effects can be removed from $R_{2}$ measurements, when $\|\omega\| \leqslant 0.5 \gamma B_{1}$, by fitting the exact solutions of the Bloch equations. Further, the experiments and simulations show that the fitting models with the exact solutions of the Bloch equations do not depend on the sampling density and delay times. $$
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## 1. Introduction

Pulse sequences are the core of modern NMR. These consist of bursts of radiofrequency (rf) irradiation (pulses) followed by periods of free evolution (delays) [1-3]. Sophisticated combinations of these manipulations allow us to extract almost all possible information about a spin system. For most spin systems, the static energy levels are well-understood, so it is their evolution in time during a pulse sequence that most interests us. In order for us to understand current experiments and design new ones, we need accurate theoretical descriptions of the dynamics of a spin system. The projection operator formalism has been applied to treat motion in quantum mechanics by Löwdin [4], and some solutions of the density matrix evolution in closed analytical form have been expressed in the polynomial expressions of exponential operators using the projection operator formalism [5]. In this paper we concentrate on the simplest example, the spin $-\frac{1}{2}$ system and provide a full and exact solution. This system is described by the well-known Bloch equations, which contain the effects of precession, rf irradiation and relaxation [6-10]. Under some simplifying approximations, solutions to these equations are well-known, but the full and exact solution is not trivial [11-15]. We apply some methodology to work on the matrix form to provide a solution which is more in keeping with current theory, and which can easily be ex-

[^0]tended to more complex systems as the projection operator formalism does [5].

The paper is organized as the following. The Section (1) discusses the challenges of symbolically solving the Bloch equations, particularly, by the eigen-decomposition method. The Section (2) gives the full algebraic solution of the Bloch equations using the Lagrange interpolation. This method can avoid the problem in computing the inverse of eigenvectors which is discussed in this section. The explicit solution of the Bloch equations is still unwieldy, we present two ways to approximate the solution of the Bloch equations in Section (3) including approximate eigenvalues and split-operator methods. Because the operator splittings are not unique, we show that splittings with effective-field rotations are better than other approximations by comparing the errors. Then we illustrate the computation of the Hahn echo by applying these exact and approximate solutions of the Bloch equations in Section (4). At last, we demonstrate improvements of measured $R_{2}$ by applying the exact solution of the Bloch equations to fit the experiments of the Hahn echo in Section (5). The appendixes show the theorems we apply in this paper, solutions of free evolution, the special case $R_{1}=R_{2}$ of the Bloch equations, and some results of calculations of the Hahn echo.

The most powerful approximation in spin dynamics is to ignore relaxation, or at least to restrict it to operating only during delays. This is slightly stronger than the common assumption of hard pulses. An rf pulse is hard if the rf terms dominate all other interactions, such as off-resonance effects and relaxation. With this
approximation, a pulse becomes equivalent to a rotation of the frame of reference, whose effect is relatively easy to calculate. In the standard product operator formalism $[16,17]$, this is done by exploiting the simple commutator rules for a spin $-\frac{1}{2}$. This hard pulse approximation implies the pulse is instantaneous, so there is no time for evolution or relaxation to occur. With these approximations we can understand the vast majority of pulse NMR experiments.

Significant discrepancies arise, however, when numerically simulating experiments involving modern high-field magnets and cold probes. In high-field magnets offset effects can be significant, since the evolution frequencies at the edges of a spectrum can be comparable to the rf magnetic field in frequency units. Modern cold probes give excellent sensitivity, but are often restricted in the peak power they will tolerate. Relaxation, in normal practice, can safely be ignored during a single pulse, since the pulse durations are tens of microseconds. However, many dynamic experiments rely on measurements of $R_{2}$, either by $R_{1 \rho}$ or by CPMG methods. In these cases, significant relaxation may occur during the total time the rf is on $[18,19]$. In order to deal with these imperfections, a number of approaches are available.

If the pulse is relatively long and weak, but relaxation can be ignored, then the behaviour of a single line is well-described by rotation about an effective magnetic field which is not in the $x y$ plane [20-23]. If we use this as our mathematical model, then a slightly more complicated analysis of a simple experiment will work. Alternatively, we can design more sophisticated composite or shaped pulses which compensate for off-resonance effects [24-29]. In this case, a more complicated experiment will lead to a simpler analysis of the data. In this work, we study the former case, with the simple experiment and the complicated analysis.

We restrict the calculation to a single line NMR spectrum, without any time-dependent terms in the Hamiltonian. The full description in this case is given by the Bloch equations (Eq. (1)) [7]. These equations contain a number of terms to describe the evolution and relaxation of the spin system itself and to describe the interaction with the rf field. The solution we offer here must be equivalent to the Laplace transform solution [11], since both are exact. This newer solution is phrased in terms of propagators and explicit time dependence. In this way, it fits in with the common ways of working with pulse sequences. Moreover, the method is entirely general and can be extended to larger systems.
$\frac{d M_{x}}{d t}=-\omega M_{y}+\gamma B_{1} \sin \phi M_{z}-\frac{1}{T_{2}} M_{x}$
$\frac{d M_{y}}{d t}=\omega M_{x}-\gamma B_{1} \cos \phi M_{z}-\frac{1}{T_{2}} M_{y}$
$\frac{d M_{z}}{d t}=-\gamma B_{1} \sin \phi M_{x}+\gamma B_{1} \cos \phi M_{y}-\frac{1}{T_{1}}\left(M_{z}-1\right)$
In these equations, where $\omega$ is the resonance offset, $\gamma$ is the gyromagnetic ratio, $B_{1}$ is the strength of the rf pulse (we suppose $\gamma B_{1} \geqslant 0$ in this paper), $\phi$ is the phase of the rf field with respect to the $x$ axis, $T_{1}$ is the longitudinal relaxation time, and $T_{2}$ is the transverse relaxation time.

There are a number of familiar solutions to these equations in special cases. The first one is the steady-state solution, which was needed to explain continuous-wave NMR. The time derivatives are set to zero and we solve for the steady-state magnetizations [9,30]. In pulsed NMR, if we have free precession (the rf term is zero), then the $x$ and $y$ magnetizations oscillate at the Larmor frequency and relax at a rate of $1 / T_{2}$ and the $z$ magnetization relaxes back to its non-zero equilibrium value with a rate of $1 / T_{1}$. If we have a long $T_{1}$, the change in the $z$ magnetization is small. We can often treat the spin-lattice relaxation such that the $z$ magnetization relaxes to zero, rather than a non-zero value, further simpli-
fying the calculations. Under these conditions, we are solving a set of $3 \times 3$ matrix equations.

In order to treat the $z$ magnetizations properly, we first convert the Bloch equations to a homogeneous form [31,32]:

$$
\frac{d}{d t}\left(\begin{array}{l}
M_{x}  \tag{2}\\
M_{y} \\
M_{z} \\
M_{e}
\end{array}\right)=\left(\begin{array}{cccc}
-\frac{1}{T_{2}} & -\omega & \gamma B_{1} \sin \phi & 0 \\
\omega & -\frac{1}{T_{2}} & -\gamma B_{1} \cos \phi & 0 \\
-\gamma B_{1} \sin \phi & \gamma B_{1} \cos \phi & -\frac{1}{T_{1}} & \frac{1}{T_{1}} \\
0 & 0 & 0 & 0
\end{array}\right)\left(\begin{array}{l}
M_{x} \\
M_{y} \\
M_{z} \\
M_{e}
\end{array}\right)
$$

where $M_{e}$ is the equilibrium $z$ magnetization which can be set as a constant number 1 . In order to simplify the notations, in the following sections, we define $b_{1} \equiv \gamma B_{1}, R_{1} \equiv \frac{1}{T_{1}}, R_{2} \equiv \frac{1}{T_{2}}$, A to be the coefficient matrix and $\mathbf{M}$ the vector $\left(M_{x}, M_{y}, M_{z}, M_{e}\right)^{T}$, where $T$ means transpose. The matrix $\mathbf{A}$ can be seen as a sum of three matrices which respectively represent the Larmor precession $(\boldsymbol{\Omega})$, the rf field $\left(\gamma \mathbf{B}_{\mathbf{1}}\right)$ and the relaxation ( $\mathbf{R}$ ),
$\mathbf{A}=\boldsymbol{\Omega}+\gamma \mathbf{B}_{\mathbf{1}}+\mathbf{R}$
with
$\Omega \equiv\left(\begin{array}{cccc}0 & -\omega & 0 & 0 \\ \omega & 0 & 0 & 0 \\ 0 & 0 & 0 & 0 \\ 0 & 0 & 0 & 0\end{array}\right)$
$\gamma \mathbf{B}_{\mathbf{1}} \equiv\left(\begin{array}{cccc}0 & 0 & b_{1} \sin \phi & 0 \\ 0 & 0 & -b_{1} \cos \phi & 0 \\ -b_{1} \sin \phi & b_{1} \cos \phi & 0 & 0 \\ 0 & 0 & 0 & 0\end{array}\right)$
$\mathbf{R} \equiv\left(\begin{array}{cccc}-R_{2} & 0 & 0 & 0 \\ 0 & -R_{2} & 0 & 0 \\ 0 & 0 & -R_{1} & R_{1} \\ 0 & 0 & 0 & 0\end{array}\right)$
Then the Bloch equations can be written as
$\frac{d \mathbf{M}(\mathbf{t})}{d t}=\mathbf{A} \cdot \mathbf{M}(t)$
These equations form a system of first-order differential equations, so if the matrix $\mathbf{A}$ is constant in a time interval, they have an analytical solution in terms of the exponential of the matrix with the given initial states [33-37],
$\mathbf{M}(t)=e^{\mathbf{A} t} \mathbf{M}(0)$
For simple cases it is straightforward to compute a symbolic solution, but the full case offers some challenges. A standard and general way of calculating a matrix exponential is to first obtain the eigenvalues and eigenvectors of the matrix,
$\mathbf{A}=\mathbf{U} \boldsymbol{\Lambda} \mathbf{U}^{-1}$
where $\boldsymbol{\Lambda}$ is a diagonal matrix which represents the eigenvalues and the $j$ th column of $\mathbf{U}$ is the vector of eigenvectors corresponding to the $j$ th diagonal element of $\boldsymbol{\Lambda}$. The matrix of eigenvectors of the original matrix also diagonalizes the exponential of the matrix,
$e^{\mathbf{A} t}=\mathbf{U} e^{\mathbf{\Lambda} t} \mathbf{U}^{-1}$
Provided the original matrix is Hermitian, this is simple because the inverse of the matrix $\mathbf{U}$ is the conjugate transpose of the matrix $\mathbf{U}$. Relaxation (which destroys the Hermitian character) can be approximated afterwards, provided the terms are small.

The full homogeneous Bloch equations are not Hermitian. This means that both the eigenvalues and eigenvectors may be complex numbers. For the eigenvalues, this is clearly appropriate, since the
imaginary part of the exponential gives the oscillation and the real part gives the decay. A similar situation occurs in chemical exchange calculations [38-40]. The exact eigenvalues are relatively simple to obtain. They are the roots of the characteristic polynomial associated with the matrix $\mathbf{A}$, which is

$$
\begin{align*}
p_{\mathbf{A}}(\lambda)= & \operatorname{det}(\mathbf{A}-\lambda \mathbf{I}) \\
= & \left(\lambda^{3}+\left(R_{1}+2 R_{2}\right) \lambda^{2}+\left(\omega^{2}+b_{1}^{2}+\left(2 R_{1}+R_{2}\right) R_{2}\right) \lambda\right. \\
& \left.+\left(b_{1}^{2} R_{2}+\omega^{2} R_{1}+R_{1} R_{2}^{2}\right)\right) \lambda \tag{9}
\end{align*}
$$

Clearly, one eigenvalue is zero, and the other three eigenvalues are the roots of the cubic polynomial which is the same as Eq. (12) of [12] and Eq. (21) of [14]. The formula for the roots of a cubic polynomial is not trivial, but is readily available [41]. [12,14] also give the roots of this specific cubic polynomial. In our computation, the eigenvalues of the matrix $\mathbf{A}$ are directly given by the Maple ${ }^{1}$ function Eigenvalues which are the same as solving $p_{\mathrm{A}}(\lambda)=0$ by the Maple function solve. If relaxation dominates and the spin is on-resonance, the cubic polynomial has three real roots, but the more common case, when $\left(R_{1}-R_{2}\right)^{2}<4 b_{1}^{2}$ (the quadratic term in the cubic is small), the cubic polynomial has one real root and two other conjugate complex roots. In the simplest case, the real root is $-R_{1}$ and the two complex roots are the two counter-rotating $x y$ magnetizations which relax as $-R_{2}$. A more complete discussion of the roots of a general cubic polynomial can be found in [41].

To complete the calculation Eq. (8), we also need the eigenvectors. This is more difficult, since not only are the eigenvectors com-plex-valued, but there is a distinction between left and right eigenvectors [42]. For the Hermitian case, the inverse of the transformation defined by the eigenvectors is just its adjoint, the complex conjugate transpose. For the non-Hermitian Bloch equations, we must calculate the inverse explicitly. A computer algebra program such as Maple can calculate the roots symbolically and the eigenvectors. The inverse can be computed, but the expressions are unmanageable. A different approach to the matrix exponential is needed.

In the next section, we will show that for these four equations, the exponential can be exactly expressed as a sum of four products of matrices-no inverses are needed. We still need the eigenvalues, but they are available from the characteristic polynomial (Eq. (9)). This combination gives us an exact symbolic solution of the full set of Bloch equations, including all the terms.

## 2. The exact symbolic solution of the Bloch equations

We concentrate on the generalized Bloch equations with all terms, which is equivalent to including evolution and relaxation in a pulse. A hard pulse assumes that the offset and relaxation rates are ignored in the Bloch equations which means $\boldsymbol{\Omega}$ and $\mathbf{R}$ are set to $\mathbf{0}$. This assumption makes the matrix $\mathbf{A}$ of a hard pulse equivalent to an infinitesimal rotation. Its symbolic exponential is therefore a full rotation matrix. When the evolution is free, we delete the rf terms in the matrix $\mathbf{A}$ (setting $\gamma \mathbf{B}_{\mathbf{1}}$ to be $\mathbf{0}$ ) and the exponential of the matrix $\mathbf{A}$ is easily calculated, particularly if the relaxation terms are small. In this subsection, we will concentrate on computing the exact symbolic solution of $e^{\mathbf{A t}}$, where $\mathbf{A}$ has all of these terms.

Formally, the exponential of a matrix can be defined as its convergent Taylor series [34,36], but this is a poor method of calculation. Moler and van Loan discuss a number of better approaches, including approximation theory, eigen decompositions, differential equations, and the matrix characteristic polynomial to compute the exponential of a matrix [34], but not all of them can be applied

[^1]to compute a symbolic solution of the exponential of a matrix in general, and the usefulness of the solution varies. For example, the eigen-decomposition method which was used to compute the symbolic exponential of a 16-by-16 Liouvillian matrix for evaluating the spin echo of a coupled-spin system [43], can be applied to solve the Bloch equations symbolically, but the solution is unmanageably large. Although the dimension of the matrix is only 4-by-4 its non-Hermitian character makes the left- and righteigenvectors much more complicated, for example, the result of Maple's MatrixExponential is 11.2 Megabytes.

Instead of working with the eigen decomposition, we apply the Lagrange interpolation method [37] which can be seen as applying the projection operator formalism to compute an exponential in the matrix form [4,5]. For a finite matrix, this gives an exact expression of the matrix exponential, but only the eigenvalues are needed. These are more accessible since they are roots of the matrix characteristic polynomial as Eq. (9).

The vector of the eigenvalues of the matrix $\mathbf{A}$ which are obtained by solving the equation $p_{\mathbf{A}}(\lambda)=0$ (Eq. (9)) is
$\lambda=\left[\begin{array}{l}\lambda_{1} \\ \lambda_{2} \\ \lambda_{3} \\ \lambda_{4}\end{array}\right]$
and
$\lambda_{1}=E_{1} / 6-6 \frac{E_{2}}{E_{1}}-1 / 3 R_{1}-2 / 3 R_{2}$
$\lambda_{2}=u_{2}+i u_{3}$
$\lambda_{3}=u_{2}-i u_{3}$
$\lambda_{4}=0$
in which
$E_{1}=\left(-8\left(R_{1}-R_{2}\right)\left(9 \omega^{2}+\left(R_{1}-R_{2}\right)^{2}\right)+36\left(R_{1}-R_{2}\right) b_{1}^{2}+12 \sqrt{E_{3}}\right)^{1 / 3}$
$E_{2}=\frac{1}{3}\left(\omega^{2}+b_{1}^{2}\right)-\frac{1}{9}\left(R_{1}-R_{2}\right)^{2}$
$E_{3}=12\left(b_{1}^{2}+\omega^{2}\right)^{3}+24\left(R_{1}-R_{2}\right)^{2}\left(\omega^{2}-\frac{5+3 \sqrt{3}}{4} b_{1}^{2}\right)$
$\times\left(\omega^{2}-\frac{5-3 \sqrt{3}}{4} b_{1}^{2}\right)+12\left(R_{1}-R_{2}\right)^{4} \omega^{2}$
$u_{2}=-\frac{E_{1}}{12}+\frac{3 E_{2}}{E_{1}}-\frac{R_{1}}{3}-\frac{2 R_{2}}{3}$
$u_{3}=\frac{\sqrt{3}}{2}\left(\frac{E_{1}}{6}+6 \frac{E_{2}}{E_{1}}\right)$
are real numbers, and $i=\sqrt{-1}$. We see that the eigenvalue $\lambda_{1}$ is a real number, $\lambda_{2,3}$ are complex conjugates ( $u_{2} \pm i u_{3}$ ), and $\lambda_{4}$ is 0 .

As long as the eigenvalues of the matrix $\mathbf{A}$ are distinct (Eq. (10)), according to Theorem 6.1, we have

$$
\begin{align*}
e^{\mathbf{A t}}= & e^{\lambda_{1} t} \frac{\mathbf{A}\left(\mathbf{A}-\lambda_{2} \mathbf{I}\right)\left(\mathbf{A}-\lambda_{3} \mathbf{I}\right)}{\lambda_{1}\left(\lambda_{1}-\lambda_{2}\right)\left(\lambda_{1}-\lambda_{3}\right)}+e^{\lambda_{2} t} \frac{\mathbf{A}\left(\mathbf{A}-\lambda_{1} \mathbf{I}\right)\left(\mathbf{A}-\lambda_{3} \mathbf{I}\right)}{\lambda_{2}\left(\lambda_{2}-\lambda_{1}\right)\left(\lambda_{2}-\lambda_{3}\right)}+ \\
& e^{\lambda_{3} t} \frac{\mathbf{A}\left(\mathbf{A}-\lambda_{1} \mathbf{I}\right)\left(\mathbf{A}-\lambda_{2} \mathbf{I}\right)}{\lambda_{3}\left(\lambda_{3}-\lambda_{1}\right)\left(\lambda_{3}-\lambda_{2}\right)}+\frac{\left(\mathbf{A}-\lambda_{1} \mathbf{I}\right)\left(\mathbf{A}-\lambda_{2} \mathbf{I}\right)\left(\mathbf{A}-\lambda_{3} \mathbf{I}\right)}{-\lambda_{1} \lambda_{2} \lambda_{3}}  \tag{13}\\
& \equiv e^{\lambda_{1} t} \mathbf{L}_{1}(\mathbf{A})+e^{\lambda_{2} t} \mathbf{L}_{2}(\mathbf{A})+e^{\lambda_{3} t} \mathbf{L}_{3}(\mathbf{A})+\mathbf{L}_{4}(\mathbf{A}) \tag{14}
\end{align*}
$$

where $\mathbf{I}$ is a $4 \times 4$ identity matrix, the notation $\equiv$ indicates that (14) serves to define $\mathbf{L}_{1}(\mathbf{A}), \mathbf{L}_{2}(\mathbf{A}), \mathbf{L}_{3}(\mathbf{A})$, and $\mathbf{L}_{4}(\mathbf{A})$, the Lagrange
interpolation coefficients which are called projection operators or projectors in [4,5].

The solution of $e^{\mathbf{A t}}$ can be seen as a sum of three matrices with entries of real numbers: one matrix $e^{\lambda_{1} t} \mathbf{L}_{1}(\mathbf{A})$ with decay $e^{\lambda_{1} t}$, and one matrix $e^{\lambda_{2} t} \mathbf{L}_{2}(\mathbf{A})+e^{\lambda_{3} t} \mathbf{L}_{3}(\mathbf{A})$ with decay $e^{u_{2} t}$ and oscillation terms $\cos \left(u_{3} t\right), \sin \left(u_{3} t\right)$, and the constant matrix $\mathbf{L}_{4}(\mathbf{A})$. This tells that during a square pulse, the magnetization, for example, $M_{x}$, has the following form:
$M_{x}(t)=c_{1} e^{\lambda_{1} t}+\left(c_{2} \sin \left(u_{3} t\right)+c_{3} \cos \left(u_{3} t\right)\right) e^{u_{2} t}+c_{4}$
where $c_{j}(j=1 \ldots 4)$ are independent of the time $t$, but depend on the spin system, the initial state, the strength and phase of the rf field. This form of the solution of the Bloch equations has been displayed in [11]. Furthermore, Eq. (15) tells us that even if $t \gg T_{2}$, the transverse magnetization may not fall to 0 and the value will be $c_{4}$, which has been observed in [44]. The oscillations of Eq. (15) are suppressed or cancelled out if there are three real roots of $p_{\mathbf{A}}(\lambda)=0$ which are equivalent to the conditions discussed by Torrey [11].

Eq. (13) is the exact algebraic solution of the Bloch equations and will be referred to as Model 0 in this paper. Substituting $\lambda$ from Eqs. (10)-(12) into Eq. (13) and expanding the multiplication of matrices yeilds an explicit solution which is still inconvenient to work with. Partial substitution, maintaining $\lambda_{1}, u_{2}, u_{3}, E_{1}, E_{2}$ and $E_{3}$ as named subexpressions (unsubstituted variables) results in a manageable expression.

It is easy to verify that Eq. (13) is also the solution of the free evolution when setting $b_{1}$ to 0 in the matrix $\mathbf{A}$ and Eqs. (10)-(12) (see Appendix B). We cannot simply set $\omega, R_{1}$ and $R_{2}$ of the matrix A to be zero to get the solution of a hard pulse by Eq. (13) because the eigenvalues are not distinct, but the solution of a hard pulse has been widely known as a rotation matrix. In fact, for these two cases, the solutions can be directly obtained using simpler methods.

When $R_{1}$ is equal to $R_{2}$, the eigenvalues of the matrix $\mathbf{A}$ are simple, and the explicit symbolic solution of $e^{\mathbf{A t}}$ by expanding the Lagrange interpolations is completely demonstrated in Appendix C. Setting $R_{1}=R_{2}$ in Eq. (10) gives the first-order approximation of the eigenvalues with respect to the ratio $R_{1} / R_{2}$ evaluated at $R_{1} /$ $R_{2}=1$, thus the solution of the case of $R_{1}=R_{2}$ also can be seen as a first-order approximation of the general solution of the Bloch equations, which will be discussed in the next section. In the $R_{1}=R_{2}$ case, even if $\gamma \mathbf{B}_{\mathbf{1}}$ is time-varying, the solution of the Bloch equations also can be expressed in a simple way [45].

We can reduce the complexity of the solution by making approximations. Two different methods are displayed in the next section. One method is to use exact solutions corresponding to approximate eigenvalues, another way is to apply the split-operator method to compute the exponential of a matrix.

## 3. Approximate solutions of the Bloch equations

### 3.1. Approximate solutions via approximate eigenvalues

The preceding section gives a method to exactly solve the Bloch equations, but it is difficult to manipulate the general solution if intermediate variables are not used. The first- and second-order approximations of eigenvalues can be applied to calculate approximations of the solution of the Bloch equations by substituting $\lambda$ with Eqs. (17) and (18) into Eq. (13), respectively. These approximations have simpler expressions than the exact solution, but it may be still a challenge to observe interactions between magnetization, spin systems and pulses [11].

Because $R_{1} \leqslant R_{2}$ for all spins, supposing $R_{1}=\mu R_{2}, 0<\mu \leqslant 1$, thus $0 \leqslant 1-\mu<1$. The second-order Taylor series of $\lambda_{1}, u_{2}$ and $u_{3}$ with respect to $\mu$ evaluated at $\mu=1$ are
$\lambda_{1} \approx-R_{2}-\frac{\omega^{2} R_{2}}{b_{1}^{2}+\omega^{2}}(\mu-1)+O\left((\mu-1)^{2}\right)$
$u_{2} \approx-R_{2}-1 / 2 \frac{b_{1}^{2} R_{2}}{b_{1}^{2}+\omega^{2}}(\mu-1)+O\left((\mu-1)^{2}\right)$
$u_{3} \approx \sqrt{b_{1}^{2}+\omega^{2}}+O\left((\mu-1)^{2}\right)$
Eqs. (16a) and (16b) correspond to Eqs. (8) and (9) of [11], and they are used as $-R_{1 \rho}$ [46] and $-R_{2 \rho}$ [47], respectively. In fact, Eqs. (11a) and (12d) should be exact expressions of $-R_{1 \rho}$ and $-R_{2 \rho}$.

These give us the first-order approximation of the eigenvalues
$\lambda \approx\left[\begin{array}{c}-R_{2} \\ -R_{2}+i \sqrt{b_{1}^{2}+\omega^{2}} \\ -R_{2}-i \sqrt{b_{1}^{2}+\omega^{2}} \\ 0\end{array}\right]$
and the second-order approximation of the eigenvalues

$$
\lambda \approx\left[\begin{array}{c}
-\frac{b_{1}^{2}}{b_{1}^{2}+\omega^{2}} R_{2}-\frac{\omega^{2}}{b_{1}^{2}+\omega^{2}} R_{1}  \tag{18}\\
-\frac{b_{1}^{2}+2 \omega^{2}}{2\left(b_{1}^{2}+\omega^{2}\right)} R_{2}-\frac{b_{1}^{2}}{2\left(b_{1}^{2}+\omega^{2}\right)} R_{1}+i \sqrt{b_{1}^{2}+\omega^{2}} \\
-\frac{b_{1}^{2}+2 \omega^{2}}{2\left(b_{1}^{2}+\omega^{2}\right)} R_{2}-\frac{b_{1}^{2}}{2\left(b_{1}^{2}+\omega^{2}\right)} R_{1}-i \sqrt{b_{1}^{2}+\omega^{2}} \\
0
\end{array}\right]
$$

with respect to the ratio $R_{1} / R_{2}$ evaluated at $R_{1} / R_{2}=1$. We see that the second-order approximation of $\lambda_{1}$ is the same as $-R_{1 \rho}$ given by Eq. (1) of [46].

Commonly, $R_{1}$ is much smaller than $R_{2}$ so we simply set $R_{1}=0$ in the eigenvalues, and set $R_{2}=\delta b_{1}$, then the Taylor series of $\lambda_{1}, u_{2}$ and $u_{3}$ with respect to $\delta$ evaluated at $\delta=0$ is
$\lambda_{1} \approx-\frac{b_{1}^{3}}{b_{1}^{2}+\omega^{2}} \delta+O\left(\delta^{3}\right)$
$u_{2} \approx-1 / 2 \frac{b_{1}\left(b_{1}^{2}+2 \omega^{2}\right)}{b_{1}^{2}+\omega^{2}} \delta+O\left(\delta^{3}\right)$
$u_{3} \approx \sqrt{b_{1}^{2}+\omega^{2}}+O\left(\delta^{2}\right)$
and the eigenvalues can be approximated as
$\lambda \approx\left[\begin{array}{c}-\frac{b_{1}^{2} R_{2}}{b_{1}^{2}+\omega^{2}} \\ -1 / 2 \frac{\left(b_{1}^{2}+2 \omega^{2}\right) R_{2}}{b_{1}^{2}+\omega^{2}}+i \sqrt{b_{1}^{2}+\omega^{2}} \\ -1 / 2 \frac{\left(b_{1}^{2}+2 \omega^{2}\right) R_{2}}{b_{1}^{2}+\omega^{2}}-i \sqrt{b_{1}^{2}+\omega^{2}} \\ 0\end{array}\right]$
which can be obtained from Eq. (18) by setting $R_{1}=0$.
If we set $R_{1}=0$ and $R_{2}=\beta \omega$, we get the Taylor series of $\lambda_{1}, u_{2}$ and $u_{3}$ with respect to $\beta$ evaluated at $\beta=0$ as
$\lambda_{1} \approx-\frac{\omega b_{1}^{2}}{b_{1}^{2}+\omega^{2}} \beta+O\left(\beta^{3}\right)$
$u_{2} \approx-1 / 2 \frac{\omega\left(b_{1}^{2}+2 \omega^{2}\right)}{b_{1}^{2}+\omega^{2}} \beta+O\left(\beta^{3}\right)$
$u_{3} \approx \sqrt{b_{1}^{2}+\omega^{2}}+O\left(\beta^{2}\right)$
and the approximate eigenvalues are the same as Eq. (20).
Eq. (15) demonstrates that the magnetization within a square pulse is a combined decay rather than a single decay, but the first-order approximations of the eigenvalues (Eq. (17)) display that the magnetization during a square pulse mostly is affected
by the effective rf field $\sqrt{b_{1}^{2}+\omega^{2}}$ while the decay rate is approximate to $R_{2}$. The second-order approximation of the eigenvalues (Eq. (18)) clearly shows how the decay rates during a square pulse are influenced by the rf field and the offset.

### 3.2. Approximate solutions via split-operators

In this subsection, we compute $e^{\mathbf{A t}}$ using the split-operator method and explore its implications to understanding soft pulses. When $\mathbf{X}$ and $\mathbf{Y}$ do not commute (i.e. $[\mathbf{X}, \mathbf{Y}] \equiv \mathbf{X} \cdot \mathbf{Y}-\mathbf{Y} \cdot \mathbf{X} \neq \mathbf{0}$ ), $e^{(\mathbf{X}+\mathbf{Y}) t} \neq e^{\mathbf{X} t} e^{\mathbf{Y} t}$. But understanding the quality of this approximation and the nature of the error is still instructive. This approach has been applied in quantum mechanics $[48,49]$ and in discussions of excitation pulses [23].

In the following, we compute the approximations of $e^{\mathbf{A t}}$ by applying the second-order split-operator approximation of $e^{(\mathbf{X}+\mathbf{Y}) t}$ [48] which is
$e^{(\mathbf{X}+\mathbf{Y}) t} \approx e^{(t / 2) \mathbf{X}} e^{(t) \mathbf{Y}} e^{(t / 2) \mathbf{X}}$
Since it is a sum of three matrices $\boldsymbol{\Omega}, \gamma \mathbf{B}_{\mathbf{1}}$ and $\mathbf{R}$, the matrix $\mathbf{A}$ can be split into three combinations as a $\operatorname{sum} \mathbf{X}+\mathbf{Y}$,

$$
\begin{align*}
\mathbf{A} & =(\boldsymbol{\Omega}+\mathbf{R})+\gamma \mathbf{B}_{\mathbf{1}}  \tag{23a}\\
& =\left(\boldsymbol{\Omega}+\gamma \mathbf{B}_{\mathbf{1}}\right)+\mathbf{R}  \tag{23b}\\
& =\boldsymbol{\Omega}+\left(\gamma \mathbf{B}_{\mathbf{1}}+\mathbf{R}\right) \tag{23c}
\end{align*}
$$

Eq. (22) shows that we have two approximations if we change the order of $\mathbf{X}$ and $\mathbf{Y}$. So there are six approximate solutions of the Bloch equations by the second-order split-operator method,

$$
\begin{array}{rlr}
\mathbf{A} & =(\boldsymbol{\Omega}+\mathbf{R})+\gamma \mathbf{B}_{\mathbf{1}} & \\
& \equiv \mathbf{X}_{1}+\mathbf{Y}_{1} \quad(\text { Model 1) } \\
\mathbf{A} & =\gamma \mathbf{B}_{\mathbf{1}}+(\boldsymbol{\Omega}+\mathbf{R}) \\
& \equiv \mathbf{X}_{2}+\mathbf{Y}_{2} \quad(\text { Model 2) } \\
\mathbf{A}=\mathbf{R}+\left(\boldsymbol{\Omega}+\gamma \mathbf{B}_{\mathbf{1}}\right) & \\
& \equiv \mathbf{X}_{3}+\mathbf{Y}_{3} \quad(\text { Model } 3) \\
\mathbf{A}=\left(\mathbf{\Omega}+\gamma \mathbf{B}_{\mathbf{1}}\right)+\mathbf{R} \\
& \\
& \equiv \mathbf{X}_{4}+\mathbf{Y}_{4} \quad(\text { Model 4) } \\
\mathbf{A}=\boldsymbol{\Omega}+\left(\gamma \mathbf{B}_{\mathbf{1}}+\mathbf{R}\right) & \\
& \equiv \mathbf{X}_{5}+\mathbf{Y}_{5} \quad(\text { Model } 5) \\
\mathbf{A}=\left(\gamma \mathbf{B}_{\mathbf{1}}+\mathbf{R}\right)+\boldsymbol{\Omega} &  \tag{24f}\\
& \equiv \mathbf{X}_{6}+\mathbf{Y}_{6} \quad(\text { Model })
\end{array}
$$

Note that $\mathbf{X}_{1}=\mathbf{Y}_{2}, \mathbf{Y}_{1}=\mathbf{X}_{2}, \mathbf{X}_{3}=\mathbf{Y}_{4}, \mathbf{Y}_{3}=\mathbf{X}_{4}, \mathbf{X}_{5}=\mathbf{Y}_{6}$, and $\mathbf{Y}_{5}=\mathbf{X}_{6}$, but substituting them into Eq. (22) will give different approximations of $e^{\mathbf{A} t}$. All of the exponentials of these split matrices $t \mathbf{X}_{j}, t \mathbf{Y}_{j}(j$ from 1 to 6 ) can be easily calculated by classical methods, then Eq. (22) is applied to compute $e^{\mathbf{A t}}$. Error analysis shows that Model 5 is close to Model 1, and Model 6 is close to Model 2, so in the following, we will not analyse Models 5 and 6.

Calculating these approximations of $e^{\mathbf{A t}}$ can be seen as dealing with a soft pulse as different pseudo-pulse sequences. Without loss of generality, a soft $\pi$ pulse is used in the Hahn echo to illustrate these split-operators which are shown in Fig. 4.

If the spin is on-resonance, i.e. $\omega=0$, Model 1 will be the same as Model 3, and Model 2 will be the same as Model 4. Suzuki has shown that the error of the approximation $e^{(t / 2) \mathbf{X}} e^{(t) \mathbf{Y}} e^{(t / 2) \mathbf{X}}$ of $e^{(\mathbf{X}+\mathbf{Y}) t}$ is bounded and the upper bound can be computed by Theorem 6.2 [49]. Comparing expressions and upper bounds of errors (not shown), when all of offsets and relaxation rates are smaller than the amplitude of the pulse then, in general, the error bounds improve in the order: Model 1, Model 2, Model 3, Model 4, but expression complexity goes up in the same order. Figs. 1 and 2 demonstrate relative errors of approximations of a soft $\pi$ pulse against the ratio of the offset over the amplitude of the pulse for


Fig. 1. Comparing relative errors of different approximations. The relative errors are calculated as $\left\|e^{(\mathbf{X}+\mathbf{Y}) t}-e^{(t / 2) \mathbf{X}} e^{(t) \mathbf{Y}} e^{(t / 2) \mathbf{X}}\right\|_{2} /\left\|e^{(\mathbf{X}+\mathbf{Y}) t}\right\|_{2}$, the $x$ axis is the ratio of offset to pulse amplitude (when both are measured in Hz ). The numerical computation uses the dimensionless parameters, $b 1=2000 \mathrm{~Hz}, t_{p}=1 /\left(2 b_{1}\right), \phi=0, R_{2} / b_{1}=0.01, R_{1} /$ $R_{2}=0.2$. The figures show that if the absolute value of the offset is smaller than the amplitude of the pulse, the relative errors of Model 3 and Model 4 are much smaller than errors of Model 1 and Model 2. The large error of Models 1 and 2 are mainly due to the fact that $z$ magnetization are poorly described.
given numerical relaxation parameters. The figures show that errors of Model 3 and Model 4 (where rotation is around the effective field) are much smaller than errors of Model 1 and Model 2 (in which the rotation axis is in the $x y$ plane). The errors of Model 1 and Model 2 increase rapidly with the ratio of $\left\|\omega / \gamma B_{1}\right\|$ being almost linear on the interval $[-1,1]$, while the errors of Model 3 and Model 4 are smooth and bounded in this interval. The difference of errors of Model 3 and Model 4 is very small when the offset is smaller than the amplitude of the pulse. Splitting the matrix A into the effective rotation field and relaxation terms provides a good approximation to a soft pulse when the relaxation ratios are much smaller than the amplitude of the pulse.

## 4. Computation of experiments of the Hahn echo

In this section, we will apply the exact and approximate solutions of the Bloch equations to explore effects of a soft echo pulse on the transverse magnetization. Fig. 3 shows the pulse sequence of the Hahn echo experiments [50]. We will concentrate on investigating soft echo pulses, so in the simulations and experiments of Hahn echo experiments, the excitation $\pi / 2$ pulse is approximated by a hard pulse along with the $y$ axis, this means the magnetization vector after the excitation pulse is $\mathbf{M}_{\mathbf{0}}=[1,0,0,1]^{T}$. Therefore, the


Fig. 2. Comparing relative errors of different approximations. Labels are the same as in Fig. 1. The range of pulse amplitude/offset (on the $x$ axis) is restricted to -0.2 to 0.2 . This figure demonstrates that even for offsets close to on-resonance, the errors of Model 1 and Model 2 are much bigger than errors of Model 3 and Model 4.


Fig. 3. The pulse sequence of the Hahn echo experiments. Without loss of generality, the excitation $\pi / 2$ pulse is set as a hard pulse along with the $y$ axis. The delay time between the excitation pulse and the echo pulse is $\tau$. The length of the soft $\pi$ pulse is $t_{p}$ and the phase cycling scheme of $\pm x$ is applied in our experiments and simulations.
magnetization or the intensity at the beginning of the acquistion is a function of seven variables: $\tau, t_{p}, b_{1}, \omega, \phi, R_{1}$ and $R_{2}$. The complicated behaviour of the function can be seen from Figs. 6 and 7.

The magnetization at the end of the evolution is computed by

$$
\begin{equation*}
\mathbf{M}_{\mathbf{t}}=\operatorname{Exp}\left(\mathrm{A}_{\mathrm{FID}}\right) \cdot \operatorname{Exp}\left(\mathbf{A}_{\boldsymbol{\pi}}\right) \cdot \operatorname{Exp}\left(\mathrm{A}_{\mathrm{FID}}\right) \cdot \mathbf{M}_{\mathbf{0}} \tag{25}
\end{equation*}
$$

where $\operatorname{Exp}\left(\mathbf{A}_{\mathbf{F I D}}\right)$ (Eq. (B.2)) represents the effective matrix of the free evolution, $\operatorname{Exp}\left(\mathbf{A}_{\pi}\right)$ the effective matrix of a $\pi$ pulse, which can be the exact solution or approximate solutions of the soft $\pi$ pulse.

If phase cycling is applied in the experiment, the effective matrix $\operatorname{Exp}\left(\mathbf{A}_{\pi}\right)$ will be the average of the effective matrices for all phases. Eqs. (C.5) and (D.1) show that phase cycling of $\pm x$ can be used to make the constant term $c_{4}$ of Eq. (15) zero and $c_{1}, c_{2}$ and
$c_{3}$ independent of the $z$ magnetization which means that the effect of the longitudinal magnetization on the transverse magnetization within a square pulse is eliminated, see also [51,52], this may be helpful to improve the sensitivity of the spectra [53] and the accuracy of the measurements of $R_{1}$ and $R_{2}$ by $5-15 \%$ over the case where the constant term is not included in the data analysis [51], and complete the coherence selection [54].

In Appendix $\mathrm{D}, \mathbf{M}_{\mathbf{t}}$ is calculated with phase cycling or different phases with exact and approximate solutions of the Bloch equations. In order to simplify the notations, Model 0 will also be used to represent the exact solution of the Hahn echo with the exact symbolic solution of the Bloch equations of a square pulse, Models 1-4 represent approximate solutions of the Hahn echo with approximate solutions of the Bloch equations of a square pulse which are computed by Eq. (22) with four different operator splitings (Eqs. (24a)-(24d)) which can be seen as four different pseu-do-pulse sequences (Fig. 4), respectively.

Generally, the explicit expression of the magnetization $\mathbf{M}_{\mathbf{t}}$ with respect to the offset, true $R_{1}$ and $R_{2}$, delay time, the pulse length, the phase of the pulse, and the amplitude of the pulse can be obtained by substituting the explicit expression of the effective matrix of a soft $\pi$ pulse (Eq. (14)) into Eq. (25). As we said before, this explicit expression of $\mathbf{M}_{\mathbf{t}}$ will be huge even with the phase cycling. The implicit symbolic expressions of the transverse magnetization of the Hahn echo of a phase cycle of $\pi$ pulses are given by Eq. (D.3).

Model 1 approximation can be seen as an echo experiment of delay ( $\tau+t_{p} / 2$ ) of using a hard $\pi$ pulse, thus, the transverse magnetization given by this approximation at the beginning of the acquisition will be along with the $x$ axis and its value will be partial of $e^{-R_{2}\left(2 \tau+t_{p}\right)}$. Mathematically, we could say this approximation is the first-order approximation of the Hahn echo of a soft echo pulse with respect to the offset at the on-resonance.

In Model 2 approximation, a soft $\pi$ pulse is approximated by two hard $\pi / 2$ pulses and a free evolution between the two $\pi / 2$


Fig. 4. The approximations of the Hahn echo. The black rectangles represent hard pulses, the hatching rectangles represent effective rotations. In Model 1, the soft echo $\pi$ pulse is approximated by a hard $\pi$ pulse with two delays of $t_{p} / 2$; in Model 2 , the soft echo $\pi$ pulse is approximated by two $\pi / 2$ hard pulses with a delay $t_{p}$; in Model 3, the soft echo $\pi$ pulse is approximated by an effective rotation of $t_{p} \sqrt{b_{1}^{2}+\omega^{2}}$ with two on-resonance delays of $t_{p} / 2$; in Model 4, the soft echo $\pi$ pulse is approximated by two effective rotations of $\frac{t_{p}}{2} \sqrt{b_{1}^{2}+\omega^{2}}$ with one on-resonance delay of $t_{p}$.
pulses. If spins are not on-resonance, this approximation tells us that spins will not refocus on the $x$ axis. The magnetization before the acquisition is easy to compute because the effect of a hard pulse is equivalent to a rotation matrix. Appendix D. 2 displays expressions of the transverse magnetizations of approximations of Model 2 with different phases of the echo pulses. As we see from Figs. 1 and 2, Models 1 and 2 approximate the Hahn echo well when the offset is negligible compared to the amplitude of the echo pulse.

Model 3 approximation is similar to Model 1 approximation except that it uses the effective rotation field. This model shows the effect of offsets during a $\pi$ pulse. Eqs. (D.11), (D.13) and (D.14) give the explicit solutions of effective rotations during a finite pulse of different phases. The calculation shows that the expressions of the transverse magnetization given by Model 3 are the explicit exact solution of the Hahn echo of the case $R_{1}=R_{2}$ when the phase cycling of $\pm x$ is applied.

Based on the computation of Model 3, the approximation of Model 4 is easily computed (see Appendix D.4). Basically, the error of this approximation is a little smaller than the one of Model 3 when the offset is smaller than the amplitude of the echo pulse (see Figs. 1 and 2), but the expressions of the transverse magnetization are more complicated than the solutions given by Model 3.

## 5. Measuring $R_{2}$ by the Hahn echo

Measuring transverse relaxation $R_{2}$ with NMR and MRI is required to estimate the motion of molecules and other dynamical investigations [18], but making accurate $R_{2}$ estimates is a challenge due to the pulse imperfections, offset, delay, $B_{0}$ and $B_{1}$ inhomogeneity, etc. The two main methods are the Hahn echo method [50], and the CPMG pulse sequence [55]. Ideally, they have identical echo envelopes for viscous samples with negligible diffusion [56]. Although the CPMG method self-corrects for pulse inaccuracy [55], it is not a trivial matter to eliminate the systematic cumulative errors in the multiple pulse experiments due to other pulse imperfections [51,52,57-59], even using hard echo pulses, the measured $R_{2}$ may be unreliable if $\|\omega\|>0.1 \gamma B_{1}$ [51]. Theoretically, in CPMG experiments, the sample needs to start from the equilibrium only once, but in practice, the sample also needs to return to its equilibrium condition each time for every measurement. Thus, CPMG experiments may not save experiment time. For these reasons and to simplify the calculations, we restrict our method on the Hahn echo to measure the transverse relaxation rate in this paper.

Most previous research which analyzed the error of measured $R_{2}$ focused on the offset effects [51,58,59]. But the use of cryoprobes, further restricts the amplitude of $\pi$ pulses, forcing them to be longer-potentially as long as the delay time between the excitation pulse and the echo pulse [18]. In this new situation, relaxation must be considered in addition to the effect of offset. Phase cycling techniques have been applied to correct measurements of $R_{2}$ for long $\pi$ pulses $[18,60]$. Because of the difficulty of getting the symbolic solution of Bloch equations, these previous studies used numerical simulations, rotation matrices or $R_{1 \rho}$ to analyze or correct errors of $R_{2}$.

Generally, the measurement of $R_{2}$ is obtained by solving the following least-square optimization problem,
$\min \left\|M_{\text {meas }}(t)-M_{\text {sim }}(t)\right\|^{2}$
where $M_{\text {meas }}(t)$ is the measured amplitude of the transverse magnetization at the time point $t$ which is acquired from the experiment, $M_{\text {sim }}(t)$ is the calculated amplitude of the transverse magnetization at the time point $t$ using one of the models. The amplitude of the transverse magnetization is defined as $\sqrt{M_{x}^{2}+M_{y}^{2}}$. We fit the mag-
nitude of the transverse magnetization rather than the $x$ and $y$ components separately in order to simplify the optimization problem by eliminating both the numerical and experimental problems associated with phase. The objective function in the added phase dimensions would be highly non-convex, with multiple local minima, introducing a new failure mode for the optimization software. While using the individual transverse components has, in principle, the effect of taking an extra average, in practice, various phase errors associated with timing problems need to be corrected, so the maximum benefit would be less.

In the classical method to fit $R_{2}$, the fitting function which could be seen as Model 1 is
$M(t)=M(0) e^{-R_{2} t}$
Because the fitting function (Eq. (27)) does not include effects of other parameters such as offsets, pulse amplitude, pulse phase, and $R_{1}$, systematic errors of measurements of $R_{2}$ which are associated with these factors cannot be eliminated. Suppressing these errors of the measurement of $R_{2}$ is very difficult [18,51,52,57-60]. Figs. 1 and 2 show expected errors from Model 1 in excess of $20 \%$ when $\left\|\omega / \gamma B_{1}\right\|>0.1$ making $R_{2}$ estimates meaningless [51].

In this section, we replace the function to fit ( $\left.e^{-R_{2} t}\right)$ with the exact symbolic solution of the Bloch equations.

If the Hahn echo experiments with $n$ different delay times are completed, the fitting optimization problem to measure $R_{2}$ is
$\min \sum_{j=1}^{n}\left\|M_{\text {meas }}(j)-I_{0} \sqrt{M_{x, j}^{2}+M_{y, j}^{2}}\right\|^{2}$
where $M_{\text {meas }}(j)$ is the measured amplitude of the transverse magnetization of the delay time $\tau_{j}$. $M_{x, j}$ and $M_{y, j}$ will be calculated by Eq. (25) in which $\operatorname{Exp}\left(\mathbf{A}_{\pi}\right)$ is generated by the exact solution of the Bloch equations.

The fitting optimization problem is usually unconstrained if all of intermediate variables are substituted. For example, an unconstrained optimization problem for the Hahn echo experiment with echo pulses of a phase cycling of $\pm x$ can be configured by substituting $M_{x j}, M_{y j}$ and other intermediate variables with Eqs. (11), (12), (D.2) and (D.3) in Eq. (28). In this unconstrained optimization problem, only $I_{0}$ and $R_{2}$ are variables, $\omega, b_{1}, t_{p}, R_{1}, \tau_{j}, M_{\text {meas }}(j)$ are parameters. To solve this unconstrained problem, a lot of memory and more time may be required to store and calculate the huge objective function.

On the other hand, equivalent constrained optimization problems can be developed to dramatically reduce the size of the objective function and eliminate the computation of redundant terms so as to improve the efficiency of solving the problem. For example, if replacing $M_{\chi, j}$ and $M_{y, j}$ in the optimization problem (28) with Eq. (D.3), keeping other intermediate variables, making Eqs. (11), (12), and (D.2) as equality constraints, an equivalent constrained optimization problem to measure $R_{2}$ of applying the Hahn echo with a phase cycling $\pm x$ can be constructed.

The fitting problem is extremely nonlinear due to the oscillation. Despite this, we note that the first- and second-order approximations of the eigenvalues show that the oscillation is significantly effected by the offset but not by the relaxation rates, which suggests that the fitting problem may nevertheless be solvable. This also can be seen in the fitting function given by Model 3 which shows that $R_{2}$ appears alone in the exponential function when a phase cycling scheme is employed (see Eq. (D.12)). These observations are validated by plotting the contour of the objective function with respect to $I_{0}$ and $R_{2}$ (Fig. 5).

Errors in measured $R_{2}$ caused by magnet field inhomogeneities can be small to moderate and the upper bounds of these errors may be determined experimentally [61], but because $\omega$ and $b_{1}$ are independent parameters in our models, $B_{0}$ and $B_{1}$ inhomogene-


Fig. 5. Contour of the objective function with respect to $I_{0}$ and $R_{2}$. The objective function (without $B_{0}$ inhomogeneity) corresponds to fit the experiment of the offset -503 Hz in Fig. 6. This figure shows that the fitting problem has a solution within $R_{2} \in[0,40]$ and $I_{0} \in[0,2]$. When solving the fitting problem, $R_{2}$ and $I_{0}$ are not given the upper bound.
ities could be taken into account if the distributions of the inhomogeneities are known by experiment [62]. The calculated transverse magnetization will be the average transverse magnetization computed for different $B_{0}$ and $B_{1}$ fields.

In the data analysis, optimization models were written in $A$ Modeling Language for Mathematical Programming (AMPL ${ }^{2}$ ) [63], and solved using Interior Point OPTimizer ( IPOPT $^{3}$ ) [64]. All solver and parameter options were kept constant, including the initial values.

### 5.1. Experiments

A series of experiments were performed on a Bruker AVANCE I 500 MHz spectrometer with a Shigemi tube at different temperatures, the sample was cyclohexane and the solvent was $\mathrm{CDCl}_{3}$, the temperatures were adjusted to 280 K or 279 K , in order to obtain an appropriate $R_{2}$. The amplitude of the echo pulse was equivalent to 500 Hz . The duration of the echo pulse was 0.001 s . The measured $R_{1}$ was $0.22 \mathrm{~s}^{-1}$ at 280 K . Two sets of delay times were used at two different temperatures, the first set at 280 K had 54 delays of $0.0005 \times j(j=1 \cdots 49)$ and $\{0.03,0.04,0.05,0.06,0.5\}$ seconds, the second set at 279 K includes 234 delays of $0.0001 \times j$ $(j=1 \cdots 100), \quad 0.01+0.001 \times j \quad(j=1 \cdots 90), \quad 0.1000+0.0001 \times j$ ( $j=1 \cdots 40$ ) and $\{0.2,0.3,0.4,0.5\}$ seconds. The duration of the excitation pulse was $8.25 \mu \mathrm{~s}$ and the strength of the excitation pulse was equivalent to $30,300 \mathrm{~Hz}$. A CPMG experiment with high-power pulses and the signal on-resonance gave an $R_{2}$ which was the same as the Hahn echo with the signal on-resonance. The phase cycling of $\pm x$ of echo pulses was applied in the Hahn echo pulse sequence. The measured intensities were obtained by the TOPSPIN software.

True $R_{2}$ values are independent of offset, but both of Figs. 6 and 7 show that $R_{2}$ estimates based on measurements vary for large offsets, and more sampling points do not help to improve the fitting results, so the problem is not related to measurement uncertainty related to the Nyquist sampling criterion for oscillating signals. After analyzing and numerically simulating the experiments, we find that the dense sampling does not help to improve the measurements of $R_{2}$. In fact, only $B_{0}$ inhomogeneity can explain the errors in the $R_{2}$ estimates from our experiments.

In order to analyze effects of the inhomogeneity, the magnetic field inhomogeneity was estimated by the experiment popt which is the parameter optimization on Bruker spectrometers. The mea-
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Fig. 6. Fitted curves and measured intensities. The $x$ axis is the delay time $\tau$ in seconds, the $y$ axis is the intensity, normalized so that the maximum measured intensity is 1 . The triangles are measured intensities, the curves are the result of fitting Model 0 (without $B_{0}$ inhomogeneity). The experiments were performed at 280 K . The offsets are $0.0,-260,-330$, and -503 Hz , the measured $R_{2}$ are $10.46,11.19,12.64$, and $18.68 \mathrm{~s}^{-1}$, respectively. In all cases, $R_{1}=0.22 \mathrm{~s}^{-1}$.
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Fig. 7. Fitted curves and measured intensities, using denser sampling. Labelled as in Fig. 6. The offsets are $0.0,-273,-341$, and -511 Hz , the measured $R_{2}$ are 10.35 , $10.73,11.60$, and $19.15 \mathrm{~s}^{-1}$, respectively. In all cases, $R_{1}=0.22 \mathrm{~s}^{-1}$ and temperature 279 K.
sured intensity at $810^{\circ}$ is approximate to $92 \%$ of the intensity at $90^{\circ}$ with the initial pulse length $2.5 \mu$ s and the increasing step $2.5 \mu \mathrm{~s}$ under the equivalent power $30,300 \mathrm{~Hz}$. Normally, $B_{0}$ and
$B_{1}$ inhomogeneity are correlated, in order to simplify the discussion, we separately simulate $B_{0}$ and $B_{1}$ inhomogeneity in the following.

To simulate the $B_{0}$ inhomogeneity, 15 relative offsets $\{-4+8 j /$ $14\} \mathrm{Hz}, j$ from 0 to 14 , with respect to 01 which is a parameter on Bruker spectrometers to represent the irradiation frequency offset for the frequency channel $f 1$ in Hz were chosen, weighted by the Gaussian distribution $e^{-(x-\mu)^{2} /\left(2 \delta^{2}\right)} / \sqrt{2 \pi \delta^{2}}$ with $\mu=0$ and $\delta=2$. Another way of characterizing this assumption is that the full width of the relative offset with respect to 01 at the half height of the Gaussian distribution is 4.7 Hz . The calculated magnetization is the sum of the products of the weight and the magnetization corresponding to the relative offset. With these assumptions, the predicted intensity at $810^{\circ}$ is $95 \%$ of the intensity at $90^{\circ}$. Comparing the simulation with inhomogeneity to those without inhomogeneity, we have observed that the value of the objective function, which measures the fit between the model and the measurements, would be reduced by over $30 \%$ but the accuracy of the $R_{2}$ estimate may be improved by $10 \%$. If the $B_{0}$ inhomogeneity is described more close to the real experiment, the fitting result may be improved. Fig. 8 displays the results with and without $B_{0}$ inhomogeneity in the models.

Similarly, we simulate the $B_{1}$ inhomogeneity using a combination of seven rf amplitudes weighted by the Gaussian distribution in place of each discrete rf pulse. The calculated magnetization is the sum of the products of the weight and the magnetization corresponding to the rf amplitude. The rf scalers are $\{0.95,0.97,0.99$, $1.0,1.01,1.03,1.05\}$, the normalized weights which are calculated by the Gaussian distribution with $\mu=1$ and $\delta=0.023$ are $\{0.024$, $0.110,0.236,0.260,0.236,0.110,0.024\}$. With this approximation of the $B_{1}$ inhomogeneity, the calculated intensities match the intensities of the real experiments well. But the effect on the estimated $R_{2}$ values is not significant, both using real and simulated data.

### 5.2. Effects of other parameters to the measurements of $R_{2}$

Since $\omega, b_{1}$ and $R_{1}$ are parameters in the models, their mis-calibration could also skew our estimates for $R_{2}$. It is possible, in principle, to estimate these effects by computing the first-order derivates of the intensity with respect to these parameters, but as previously discussed, the expressions are large, and this ap-


Fig. 8. Estimated $R_{2}$ as a function of offset, using the first set of delays at 280 K . Circles are obtained from the model without $B_{0}$ inhomogeneity, the cross symbols are obtained from the model including $B_{0}$ inhomogeneity. The model with the $B_{0}$ inhomogeneity can reduce errors by $10 \%$, giving a reasonable estimate of $R_{2}$ within the offsets $\pm 0.7 \gamma B_{1}$. Without $B_{0}$ inhomogeneity, but using the exact solution of the Hahn echo, the estimates are still good within $\|\omega\| \leqslant 0.5 \gamma B_{1}$, contradicting the conclusion that $R_{2}$ s obtained from CPMG may be meaningless when $\|\omega\|>0.1 \gamma B_{1}$ [51].
proach has been proved intractable. In this subsection, we simulate how variations of these parameters effect $R_{2}$ estimates. The results from simulated experiments, even with parameter variations, agree with the results from the previous subsection.

The parameters for the simulated experiments are the same as the real experiments with $R_{2}=10.5 \mathrm{~s}^{-1}$. From an initial magnetization of $[1,0,0,1]^{T}$, the intensity was computed using 20-digit precision in Maple, and estimates calculated as above.

In real experiments, the offset may not be exact as we expect due to the unstable $B_{0}$ field. The simulation shows that even -2 Hz error of the offset may result in $\sim 10 \%$ error of measurements of $R_{2}$. This simulation tells us that the stable $B_{0}$ field is important for accurately measuring $R_{2}$ and the inhomogeneity of the $B_{0}$ field has a significant impact on the measurements of $R_{2}$.

In experiments, the amplitude of pulses may be mis-calibrated, but the simulation presents that the $2 \%$ error of the amplitude of the echo pulse only cause $\sim 1 \%$ maximum errors in $R_{2}$ when using the phase cycling scheme to acquire the data. These experiments are less sensitive to $B_{1}$ inhomogeneity.

The fitting models require an a prior estimate of $R_{1}$ to estimate $R_{2}$, but the simulations show that the errors in $R_{2}$ caused by errors in $R_{1}$ are very small, and can be ignored. There are two explanations for this phenomena, one is that the phase cycling eliminates the effect of the $z$ magnetization to the transverse magnetization, another is that we assume the amplitude of the pulse is much bigger than the relaxation rates.

## 6. Conclusion

In this paper, the general symbolic solution of the Bloch equations is given by the Lagrange form and the explicit solution in the case $R_{1}=R_{2}$ is displayed. Two methods of approximating the solution of the Bloch equations are explained, and error analysis indicates that the methods with the effective rf field (Model 3 and Model 4) are good approximations which have simple expressions. The phase cycling $\{\phi, \phi+\pi\}$ of rectangular pulses will eliminate the effect of the $z$ magnetization on the transverse magnetization during the pulses, this will minimize the errors in measured $R_{1}$ and $R_{2}$. And this phase cycling scheme also can be extended to the CPMG experiments to minimize the cumulative errors of measurements of $R_{2}$ due to pulse imperfections.

We have applied the solutions of the Bloch equations to compute the Hahn echo experiments. With these calculations, models which can exactly describe the experiments have been developed to measure $R_{2}$ using more sophisticated mathematical models. Validation against both numerical simulation and actual experiment show that accurate $R_{2}$ estimates for $\|\omega\| \leqslant 0.5 \gamma B_{1}$ can be obtained by using maximum likelihood estimates based on an exact algebraic solution of the Bloch equations. If the magnet field $B_{0}$ inhomogeneity is added to the models, it is possible to improve the accuracy of the estimates by $10 \%$. More accurate descriptions of the $B_{0}$ inhomogeneity may result in further improvements. We also find that the estimates are insensitive to errors in the a priori $R_{1}$ values and $B_{1}$ inhomogeneity. These models also eliminate the delay dependence discussed in [51,52], allowing delay times shorter than the pulse duration.

In the future, the exact solution of the Bloch equations can be similarly applied to describe arbitrary spin- $\frac{1}{2}$ experiments. For example, it is easy to extend the models of Hahn echo experiments to CPMG experiments recursively. From the point of view of numerical efficiency, it is better to solve constrained problems including subexpressions describing physically meaningful quantities as auxiliary variables, than to eliminate these variables and solve unconstrained problems with fewer variables. We will apply the solution of the Bloch equations and the more general
expansion formula (see Eq. (A.3)) of the projection operator formalism [4] to investigate the CPMG experiments and resulting $R_{2}$ estimates, we also will apply the Lagrange form to deal with larger systems with the Liouville space method.
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## Appendix A. Theorems

The following theorem which was proved in [37] is applied to calculate the explicit solution of $e^{\mathbf{A} t}$.

Theorem Appendix 6.1. If $A$ is an $n \times n$ matrix with $n$ distinct eigenvalues $\lambda_{1}, \lambda_{2}, \ldots, \lambda_{n}$, then we have
$e^{t A}=\sum_{k=1}^{n} e^{t \lambda_{k}} L_{k}(A)$
where the $L_{k}(A)$ are Lagrange interpolation coefficients given by
$L_{k}(A)=\prod_{j=1, j \neq k}^{n} \frac{A-\lambda_{j} I}{\lambda_{k}-\lambda_{j}}$
for $k=1,2, \ldots, n$.
Löwdin has illustrated a more general expansion formula
$f(A)=\sum_{k} f\left(\lambda_{k}\right) L_{k}(A)$
for any polynomial function $f$ of $A$ and discussed properties of projectors $L_{k}(A)$ [4]. This general formula can be applied to calculate exact solutions of CPMG experiments.

The following inequality which was proved in [49] gives the boundary for the approximation of $e^{\mathbf{A t}}$ when applying the sec-ond-order split method,

Theorem Appendix 6.2. For any operators $\mathbf{X}$ and $\mathbf{Y}$ in a Banach algebra,
$\left\|e^{\lambda(\mathbf{X}+\mathbf{Y})}-e^{(\lambda / 2) \mathbf{X}} e^{(\lambda) \mathbf{Y}} e^{(\lambda / 2) \mathbf{X}}\right\| \leqslant \Delta_{2}(\lambda \mathbf{X}, \lambda \mathbf{Y})$,
where $\Delta_{2}(\lambda \mathbf{X}, \lambda \mathbf{Y})$ is defined as,
$\Delta_{2}(\lambda \mathbf{X}, \lambda \mathbf{Y})=\hat{\Delta}_{2}(\lambda \mathbf{X}, \lambda \mathbf{Y}) \exp (\|\lambda \mathbf{X}\|+\|\lambda \mathbf{Y}\|)$
$\hat{\Delta}_{2}(\lambda \mathbf{X}, \lambda \mathbf{Y})=\frac{1}{12}\left\{\|[[\lambda \mathbf{X}, \lambda \mathbf{Y}], \lambda \mathbf{Y}]\|+\frac{1}{2}\|[[\lambda \mathbf{X}, \lambda \mathbf{Y}], \lambda \mathbf{X}]\|\right\}$

## Appendix B. Solution of the free evolution

In the Bloch equations, when $b_{1}=0$ which represents the free evolution decay, the eigenvalues of the matrix $A$ have simple expressions,
$\lambda\left(\mathbf{A}\left(b_{1}=0\right)\right)=\left[\begin{array}{c}-R_{1} \\ -R_{2}+i \omega \\ -R_{2}-i \omega \\ 0\end{array}\right]$
where $\lambda\left(\mathbf{A}\left(b_{1}=0\right)\right)$ stands for the eigenvalues of the matrix $\mathbf{A}$ of $b_{1}=0$. The solution of $e^{\mathbf{A} t}$ of $b_{1}=0$ which can be simplified by Eq. (14) or computed by the calssical method is
$\boldsymbol{\operatorname { x x p }}\left(\mathbf{A}_{\mathbf{F I D}}\right) \equiv\left[\begin{array}{cccc}\mathrm{e}^{-t R_{2}} \cos (t \omega) & -\mathrm{e}^{-t R_{2}} \sin (t \omega) & 0 & 0 \\ \mathrm{e}^{-t R_{2}} \sin (t \omega) & \mathrm{e}^{-t R_{2}} \cos (t \omega) & 0 & 0 \\ 0 & 0 & \mathrm{e}^{-t R_{1}} & -\mathrm{e}^{-t R_{1}}+1 \\ 0 & 0 & 0 & 1\end{array}\right]$

## Appendix C. The solution of the case $\boldsymbol{R}_{\mathbf{1}}=\boldsymbol{R}_{\mathbf{2}}$

When $R_{1}$ is equal to $R_{2}$, eigenvalues of the matrix A have tidy expressions,
$\lambda\left(\mathbf{A}\left(R_{1}=R_{2}\right)\right)=\left[\begin{array}{c}-R_{2} \\ -R_{2}+i \sqrt{\omega^{2}+b_{1}^{2}} \\ -R_{2}-i \sqrt{\omega^{2}+b_{1}^{2}} \\ 0\end{array}\right]$
then, $e^{\lambda_{1} t} \mathbf{L}_{1}(\mathbf{A}), e^{\lambda_{2} t} \mathbf{L}_{2}(\mathbf{A})+e^{\lambda_{3} t} \mathbf{L}_{3}(\mathbf{A})$, and $e^{\lambda_{4} t} \mathbf{L}_{4}(\mathbf{A})$ will be simplified as

$\left.\left(\boldsymbol{e}^{\lambda_{2} t} \mathbf{L}_{2}(\mathbf{A})+\boldsymbol{e}^{\lambda_{3} t} \mathbf{L}_{3}(\mathbf{A})\right)\right)=\left[\begin{array}{llll}\mathbf{v}_{\mathbf{1}} & \mathbf{v}_{\mathbf{2}} & \mathbf{v}_{\mathbf{3}} & \mathbf{v}_{\mathbf{4}}\end{array}\right]$
$e^{\lambda_{4} t} \mathbf{L}_{4}(\mathbf{A})=\left[\begin{array}{cccc}0 & 0 & 0 & \frac{b_{1}\left(\omega \cos (\phi)+\sin (\phi) R_{2}\right)}{R_{2}^{2}+\omega^{2}+b_{1}^{2}} \\ 0 & 0 & 0 & \frac{b_{1}\left(\omega \sin (\phi)-\cos (\phi) R_{2}\right)}{R_{2}^{2}+\omega^{2}+b_{1}^{2}} \\ 0 & 0 & 0 & \frac{\omega^{2}+R_{2}^{2}}{R_{2}^{2}+\omega^{2}+b_{1}^{2}} \\ 0 & 0 & 0 & 1\end{array}\right]$
and
$\mathbf{V}_{\mathbf{1}}=\left[\begin{array}{c}-\frac{\mathrm{e}^{-t R_{2}}\left(-b_{1}^{2}+b_{1}^{2}(\cos (\phi))^{2}-\omega^{2}\right) \cos \left(t \sqrt{\omega^{2}+b_{1}^{2}}\right)}{\omega^{2}+b_{1}^{2}} \\ \left.-\frac{b_{1}^{2} \sin (\phi) \cos (\phi) \mathrm{e}^{-t R_{2}} \cos \left(t \sqrt{\omega^{2}+b_{1}^{2}}\right)}{\omega^{2}+b_{1}^{2}}+\frac{\sin \left(t \sqrt{\omega^{2}+b_{1}^{2}}\right)}{\sqrt{\omega^{2}+b_{1}^{2}}}\right) \mathrm{e}^{-t R_{2}} \\ -\frac{\omega b_{1} \cos (\phi) \mathrm{e}^{-t R_{2}} \cos \left(t \sqrt{\omega^{2}+b_{1}^{2}}\right)}{\omega^{2}+b_{1}^{2}}-\frac{\sin \left(t \sqrt{\omega^{2}+b_{1}^{2}}\right) b_{b_{1}} \sin (\phi) \mathrm{e}^{-t R_{2}}}{\sqrt{\omega^{2}+b_{1}^{2}}}\end{array}\right]$
$\mathbf{V}_{\mathbf{2}}=\left[\begin{array}{c}\left.-\frac{b_{1}^{2} \sin (\phi) \cos (\phi) \mathrm{e}^{-t R_{2}} \cos \left(t \sqrt{\omega^{2}+b_{1}^{2}}\right)}{\omega^{2}+b_{1}^{2}}-\frac{\sin \left(t \sqrt{\omega^{2}+b_{1}^{2}}\right)}{\sqrt{\omega^{2}+b_{1}^{2}}}\right) \mathrm{e}^{-t R_{2}} \\ \frac{\left(\omega^{2}+b_{1}^{2}(\cos (\phi))^{2}\right)^{-t R_{2}} \cos \left(t \sqrt{\omega^{2}+b_{1}^{2}}\right)}{\omega^{2}+b_{1}^{2}} \\ -\frac{\omega b_{1} \sin (\phi) \mathrm{e}^{-t R_{2}} \cos \left(t \sqrt{\omega^{2}+b_{1}^{2}}\right)}{\omega^{2}+b_{1}^{2}}+\frac{\sin \left(t \sqrt{\omega^{2}+b_{1}^{2}}\right) b_{1} \cos (\phi) \mathrm{e}^{-t R_{2}}}{\sqrt{\omega^{2}+b_{1}^{2}}} \\ 0\end{array}\right]$
$\mathbf{V}_{\mathbf{3}}=\left[\begin{array}{c}-\frac{\omega b_{1} \cos (\phi) \mathrm{e}^{-t R_{2}} \cos \left(t \sqrt{\omega^{2}+b_{1}^{2}}\right)}{\omega^{2}+b_{1}^{2}}+\frac{\sin \left(t \sqrt{\omega^{2}+b_{1}^{2}}\right) b_{1} \sin (\phi) \mathrm{e}^{-t R_{2}}}{\sqrt{\omega^{2}+b_{1}^{2}}} \\ -\frac{\omega b_{1} \sin (\phi) \mathrm{e}^{-t R_{2}} \cos \left(t \sqrt{\omega^{2}+b_{1}^{2}}\right)}{\omega^{2}+b_{1}^{2}}-\frac{\sin \left(t \sqrt{\omega^{2}+b_{1}^{2}}\right) b_{b_{1}} \cos (\phi) \mathrm{e}^{-t R_{2}}}{\sqrt{\omega^{2}+b_{1}^{2}}} \\ \frac{b_{1}^{2} \mathrm{e}^{-t R_{2}} \cos \left(t \sqrt{\omega^{2}+b_{1}^{2}}\right)}{\omega^{2}+b_{1}^{2}} \\ 0\end{array}\right]$
$\mathbf{v}_{\mathbf{4}}=e^{-R_{2} t}\left[\begin{array}{c}v_{4,1}+v_{4,2} \\ v_{4,3}+v_{4,4} \\ -\frac{b_{1}^{2} R_{2}^{2} \cos \left(t \sqrt{\omega^{2}+b_{1}^{2}}\right)}{\left(\omega^{2}+b_{1}^{2}\right)\left(R_{2}^{2}+\omega^{2}+b_{1}^{2}\right)}+\frac{b_{1}^{2} R_{2} \sin \left(t \sqrt{\omega^{2}+b_{1}^{2}}\right)}{\sqrt{\omega^{2}+b_{1}^{2}}\left(R_{2}^{2}+\omega^{2}+b_{1}^{2}\right)} \\ 0\end{array}\right]$
with
$v_{4,1}=-\frac{R_{2} b_{1}\left(\sin (\phi)\left(\omega^{2}+b_{1}^{2}\right)-\omega \cos (\phi) R_{2}\right) \cos \left(t \sqrt{\omega^{2}+b_{1}^{2}}\right)}{\left(\omega^{2}+b_{1}^{2}\right)\left(R_{2}^{2}+\omega^{2}+b_{1}^{2}\right)}$
(C.4a)
$v_{4,2}=-\frac{R_{2} b_{1}\left(\sqrt{\omega^{2}+b_{1}^{2}} \sin (\phi) R_{2}+\omega \cos (\phi) \sqrt{\omega^{2}+b_{1}^{2}}\right) \sin \left(t \sqrt{\omega^{2}+b_{1}^{2}}\right)}{\left(\omega^{2}+b_{1}^{2}\right)\left(R_{2}^{2}+\omega^{2}+b_{1}^{2}\right)}$
(C.4b)
$v_{4,3}=-\frac{R_{2} b_{1}\left(-\cos (\phi)\left(\omega^{2}-b_{1}^{2}\right)-\omega \sin (\phi) R_{2}\right) \cos \left(t \sqrt{\omega^{2}+b_{1}^{2}}\right)}{\left(\omega^{2}+b_{1}^{2}\right)\left(R_{2}^{2}+\omega^{2}+b_{1}^{2}\right)}$
$v_{4,4}=-\frac{R_{2} b_{1}\left(-\sqrt{\omega^{2}+b_{1}^{2}} \cos (\phi) R_{2}+\omega \sin (\phi) \sqrt{\omega^{2}+b_{1}^{2}}\right) \sin \left(t \sqrt{\omega^{2}+b_{1}^{2}}\right)}{\left(\omega^{2}+b_{1}^{2}\right)\left(R_{2}^{2}+\omega^{2}+b_{1}^{2}\right)}$
(C.4d)

The phase cycling scheme $\{\phi, \phi+\pi\}$ of pulses makes the solution of the Bloch equations of $R_{1}=R_{2}$ to be simple which is shown in the following expression:

$$
\frac{e^{t \boldsymbol{A}_{\phi}}+e^{t \boldsymbol{A}_{\phi+\pi}}}{2}=\left[\begin{array}{cccc}
E_{11} & E_{12} & 0 & 0  \tag{C.5}\\
E_{21} & E_{22} & 0 & 0 \\
0 & 0 & E_{33} & E_{34} \\
0 & 0 & 0 & 1
\end{array}\right]
$$

and
$E_{11}=\mathrm{e}^{-R_{2} t}\left(\frac{b_{1}^{2}(\cos (\phi))^{2}\left(1-\cos \left(t \sqrt{b_{1}^{2}+\omega^{2}}\right)\right)}{b_{1}^{2}+\omega^{2}}+\cos \left(t \sqrt{b_{1}^{2}+\omega^{2}}\right)\right)$
$E_{12}=\mathrm{e}^{-R_{2} t}\left(\frac{b_{1}^{2} \sin (\phi) \cos (\phi)\left(1-\cos \left(t \sqrt{b_{1}^{2}+\omega^{2}}\right)\right)}{b_{1}^{2}+\omega^{2}}-\frac{\sin \left(t \sqrt{b_{1}^{2}+\omega^{2}}\right) \omega}{\sqrt{b_{1}^{2}+\omega^{2}}}\right)$
(C.6b)
$E_{21}=\mathrm{e}^{-R_{2} t}\left(\frac{b_{1}^{2} \sin (\phi) \cos (\phi)\left(1-\cos \left(t \sqrt{b_{1}^{2}+\omega^{2}}\right)\right)}{b_{1}^{2}+\omega^{2}}+\frac{\sin \left(t \sqrt{b_{1}^{2}+\omega^{2}}\right) \omega}{\sqrt{b_{1}^{2}+\omega^{2}}}\right)$
$E_{22}=\frac{\mathrm{e}^{-R_{2} t}\left(b_{1}^{2}(\sin (\phi))^{2}+\cos \left(t \sqrt{b_{1}^{2}+\omega^{2}}\right)\left(\omega^{2}+b_{1}^{2}(\cos (\phi))^{2}\right)\right)}{b_{1}^{2}+\omega^{2}}$
$E_{33}=\frac{\mathrm{e}^{-R_{2} t}\left(\omega^{2}+\cos \left(t \sqrt{b_{1}^{2}+\omega^{2}}\right) b_{1}^{2}\right)}{b_{1}^{2}+\omega^{2}}$

$$
\begin{equation*}
E_{34}=\frac{E_{34,1}}{E_{34,2}} \tag{C.6f}
\end{equation*}
$$

with

$$
\begin{align*}
E_{34,1}= & \left\{\left[\left(\sin \left(t \sqrt{\omega^{2}+b_{1}^{2}}\right) \sqrt{\omega^{2}+b_{1}^{2}} R_{2}-R_{2}^{2} \cos \left(t \sqrt{\omega^{2}+b_{1}^{2}}\right)-\omega^{2}\right)\right.\right. \\
& \left.\left.\times \mathrm{e}^{-t R_{2}}+\omega^{2}+R_{2}^{2}\right] b_{1}^{2}+\left(-\omega^{4}-R_{2}^{2} \omega^{2}\right) \mathrm{e}^{-t R_{2}}+\omega^{4}+R_{2}^{2} \omega^{2}\right\} \tag{C.7a}
\end{align*}
$$

$E_{34,2}=\left\{\left(\omega^{2}+b_{1}^{2}\right)\left(R_{2}^{2}+\omega^{2}+b_{1}^{2}\right)\right\}$
The phase cycling schemes $\{0, \pi\}$ and $\left\{\frac{\pi}{2}, \frac{3 \pi}{2}\right\}$ even give simpler expressions. The above equations show that the decay rate of the transverse magnetization during a soft pulse is $R_{2}$, but offsets will affect the amplitude of the magnetizations.

## Appendix D. Calculations of the Hahn echo

## D.1. The exact solution with phase cycling of model 0

In this subsection, we will give the formula to compute the transverse magnetization with intermediate variables for the Hahn echo with a phase cycle scheme. With these intermediate variables, a constrained optimization problem can be configured to fit the measurement of the transverse relaxation rate.

The effective matrix $\left(\operatorname{Exp}\left(\mathbf{A}_{\pi \mathbf{0 0 2}}\right)\right)$ of a pulse with phases 0 and $\pi$ can be written as
$\boldsymbol{\operatorname { x x p }}\left(\mathbf{A}_{\pi 002}\right)=\left[\begin{array}{cccc}c_{11} \mathrm{e}^{\lambda_{1} t_{p}}+d_{11} \mathrm{e}^{u_{2} t_{p}} & c_{12} \mathrm{e}^{\lambda_{1} t_{p}}+d_{12} \mathrm{e}^{u_{2} t_{p}} & 0 & 0 \\ c_{21} \mathrm{e}_{11}^{\lambda_{1} t_{p}}+d_{21} \mathrm{e}^{u_{2} t_{p}} & c_{22} \mathrm{e}_{11}^{\lambda_{1} t_{p}}+d_{22} \mathrm{e}^{u_{2} t_{p}} & 0 & 0 \\ 0 & 0 & \times & \times \\ 0 & 0 & 0 & 1\end{array}\right]$
where $\times s$ which are non-zero are not displayed because they are not used in the next computation, $c_{11}, c_{12}, c_{21}, c_{22}, d_{11}, d_{12}, d_{21}, d_{22}$ are corresponding to coefficients of entries with respect to $\exp \left(\lambda_{1} t_{p}\right)$ and $\exp \left(u_{2} t_{p}\right)$,

$$
\begin{align*}
& c_{11}=-\frac{-3 \omega^{2} R_{2}-2 \omega^{2} u_{2}+R_{2}^{3}+2 R_{2}^{2} u_{2}+R_{2} u_{2}^{2}+R_{2} u_{3}^{2}}{\lambda_{1}\left(\lambda_{1}^{2}-2 \lambda_{1} u_{2}+u_{2}^{2}+u_{3}^{2}\right)}  \tag{D.2a}\\
& c_{12}=-\frac{4 \omega R_{2} u_{2}+\omega u_{2}^{2}+\omega u_{3}^{2}+3 \omega R_{2}^{2}-\omega^{3}-\omega b_{1}^{2}}{\lambda_{1}\left(\lambda_{1}^{2}-2 \lambda_{1} u_{2}+u_{2}^{2}+u_{3}^{2}\right)} \tag{D.2b}
\end{align*}
$$

$c_{21}=-c_{12}$
$c_{22}=\frac{\left(2 u_{2}+R_{1}+2 R_{2}\right) b_{1}^{2}+\left(3 R_{2}+2 u_{2}\right) \omega^{2}-R_{2}^{3}-2 R_{2}^{2} u_{2}+\left(-u_{2}^{2}-u_{3}^{2}\right) R_{2}}{\lambda_{1}\left(\lambda_{1}^{2}-2 \lambda_{1} u_{2}+u_{2}^{2}+u_{3}^{2}\right)}$
$d_{11}=\left\{\left\{u_{2}\left(-\lambda_{1} R_{2}+\omega^{2}-R_{2}^{2}\right)\left(-3 u_{3}^{2}+u_{2}^{2}\right.\right.\right.$
$+R_{2}\left(u_{2}^{2}-u_{3}^{2}\right)\left(3 \omega^{2}-R_{2}^{2}+\lambda_{1}^{2}\right)+\lambda_{1} u_{2}\left(\left(R_{2}^{2}-\omega^{2}\right) \lambda_{1}\right.$
$\left.\left.+R_{2}\left(R_{2}^{2}-3 \omega^{2}\right)\right)\right\} \sin \left(u_{3} t_{p}\right)+\left\{\left(\left(3 u_{3} \lambda_{1}-6 u_{3} u_{2}\right) R_{2}\right.\right.$
$\left.+u_{3} \lambda_{1}^{2}-3 u_{2}^{2} u_{3}+u_{3}^{3}\right) \omega^{2}+\left(-u_{3} \lambda_{1}+2 u_{3} u_{2}\right) R_{2}^{3}$
$\left.+\left(-u_{3} \lambda_{1}^{2}+3 u_{2}^{2} u_{3}-u_{3}^{3}\right) R_{2}^{2}+\left(-2 u_{3} \lambda_{1}^{2} u_{2}+\left(3 u_{2}^{2} u_{3}-u_{3}^{3}\right) \lambda_{1}\right) R_{2}\right\}$
$\left.\times \cos \left(u_{3} t_{p}\right)\right\} /\left\{u_{3}\left(u_{2}^{2}+u_{3}^{2}\right)\left(\left(\lambda_{1}-u_{2}\right)^{2}+u_{3}^{2}\right)\right\}$

$$
\begin{align*}
d_{12}= & \left\{\left\{\omega \left(\left(-\lambda_{1} u_{2}-u_{3}^{2}+u_{2}^{2}\right)\left(\omega^{2}+b_{1}^{2}-3 R_{2}^{2}\right)\right.\right.\right. \\
& +2 u_{2} R_{2}\left(3 u_{3}^{2}-u_{2}^{2}+\lambda_{1}^{2}\right)+\lambda_{1} u_{3}^{2}\left(3 u_{2}-\lambda_{1}\right) \\
& \left.\left.+\lambda_{1} u_{2}^{2}\left(\lambda_{1}-u_{2}\right)\right)\right\} \sin \left(u_{3} t_{p}\right) \\
& +\left\{-u_{3} \omega\left(\left(\omega^{2}+b_{1}^{2}-3 R_{2}^{2}\right)\left(2 u_{2}-\lambda_{1}\right)\right.\right. \\
& \left.\left.+2 R_{2}\left(u_{3}^{2}-3 u_{2}^{2}+\lambda_{1}^{2}\right)+\lambda_{1}\left(u_{3}^{2}+2 \lambda_{1} u_{2}-3 u_{2}^{2}\right)\right)\right\} \\
& \left.\times \cos \left(u_{3} t_{p}\right)\right\} /\left\{u_{3}\left(u_{2}^{2}+u_{3}^{2}\right)\left(\left(\lambda_{1}-u_{2}\right)^{2}+u_{3}^{2}\right)\right\} \tag{D.2f}
\end{align*}
$$

$$
\begin{equation*}
d_{21}=-d_{12} \tag{D.2g}
\end{equation*}
$$

$$
\begin{align*}
d_{22}= & \left\{\left\{\left(\left(2 u_{2}^{2}-2 u_{3}^{2}-2 \lambda_{1} u_{2}\right) R_{2}+\left(-R_{1}-3 u_{2}\right) u_{3}^{2}+u_{2}^{3}+R_{1} u_{2}^{2}\right.\right.\right. \\
& \left.+\left(-\lambda_{1}^{2}-R_{1} \lambda_{1}\right) u_{2}\right) b_{1}^{2}+\left(\left(-3 \lambda_{1} u_{2}+3 u_{2}^{2}-3 u_{3}^{2}\right) R_{2}+u_{2}^{3}\right. \\
& \left.-\lambda_{1}^{2} u_{2}-3 u_{3}^{2} u_{2}\right) \omega^{2}+\left(-u_{2}^{2}+\lambda_{1} u_{2}+u_{3}^{2}\right) R_{2}^{3} \\
& \left.+\left(-u_{2}^{3}+\lambda_{1}^{2} u_{2}+3 u_{3}^{2} u_{2}\right) R_{2}^{2}+\left(\left(3 \lambda_{1} u_{2}-\lambda_{1}^{2}\right) u_{3}^{2}+\lambda_{1}^{2} u_{2}^{2}-\lambda_{1} u_{2}^{3}\right) R_{2}\right\} \\
& \times \sin \left(u_{3} t_{p}\right)+u_{3}\left\{\left(\left(-4 u_{2}+2 \lambda_{1}\right) R_{2}+u_{3}^{2}+\lambda_{1}^{2}+R_{1} \lambda_{1}\right.\right. \\
& \left.-3 u_{2}^{2}-2 R_{1} u_{2}\right) b_{1}^{2}+\left(\left(3 \lambda_{1}-6 u_{2}\right) R_{2}+u_{3}^{2}-3 u_{2}^{2}+\lambda_{1}^{2}\right) \omega^{2} \\
& +\left(2 u_{2}-\lambda_{1}\right) R_{2}^{3}+\left(-u_{3}^{2}-\lambda_{1}^{2}+3 u_{2}^{2}\right) R_{2}^{2} \\
& \left.+\left(3 \lambda_{1} u_{2}^{2}-2 \lambda_{1}^{2} u_{2}-u_{3}^{2} \lambda_{1}\right) R_{2}\right\} \\
& \left.\times \cos \left(u_{3} t_{p}\right)\right\} /\left\{u_{3}\left(u_{2}^{2}+u_{3}^{2}\right)\left(\left(\lambda_{1}-u_{2}\right)^{2}+u_{3}^{2}\right)\right\} \quad \text { (D.2h) } \tag{D.2h}
\end{align*}
$$

Then according to Eqs. (25), (B.2) and (D.1), the transverse magnetizations are

$$
\begin{align*}
M_{x, j}=\{ & -\left(c_{22} \mathrm{e}^{\lambda_{1} t_{p}}+d_{22} \mathrm{e}^{u_{2} t_{p}}\right)\left(\sin \left(\tau_{j} \omega\right)\right)^{2}+\left(2 c_{12} \mathrm{e}^{\lambda_{1} t_{p}}+2 d_{12} \mathrm{e}^{u_{2} t_{p}}\right) \\
& \left.\times \cos \left(\tau_{j} \omega\right) \sin \left(\tau_{j} \omega\right)+\left(c_{11} \mathrm{e}^{\lambda_{1} t_{p}}+d_{11} \mathrm{e}^{u_{2} t_{p}}\right)\left(\cos \left(\tau_{j} \omega\right)\right)^{2}\right\} e^{-2 R_{2} \tau_{j}} \tag{D.3a}
\end{align*}
$$

$$
\begin{align*}
M_{y, j}=\{ & \left\{\left(c_{12} \mathrm{e}^{\lambda_{1} t_{p}}+d_{12} \mathrm{e}^{u_{2} t_{p}}\right)\left(\sin \left(\tau_{j} \omega\right)\right)^{2}+\left(c_{11} \mathrm{e}^{\lambda_{1} t_{p}}+d_{11} \mathrm{e}^{u_{2} t_{p}}\right.\right. \\
& \left.+c_{22} \mathrm{e}^{\lambda_{1} t_{p}}+d_{22} \mathrm{e}^{u_{2} t_{p}}\right) \cos \left(\tau_{j} \omega\right) \sin \left(\tau_{j} \omega\right) \\
& \left.+\left(\cos \left(\tau_{j} \omega\right)\right)^{2}\left(-c_{12} \mathrm{e}^{\lambda_{1} t_{p}}-d_{12} \mathrm{e}^{u_{2} t_{p}}\right)\right\} e^{-2 R_{2} \tau_{j}} \tag{D.3b}
\end{align*}
$$

where $\tau_{j}$ is the $j$ th delay time of a series of Hahn echo experiments.

## D.2. The solutions of model 2

This subsection displays expressions of the transverse magnetization which are approximated by Model 2 with different phases.

The transverse magnetizations after the pulse sequence $\frac{\pi}{2 y}-\tau-$ $\frac{\pi}{2_{ \pm x}}-t_{p}-\frac{\pi}{2_{ \pm x}}-\tau$ - are
$M_{\chi_{j},}=\mathrm{e}^{-2 \tau_{j} R_{2}}\left(\mathrm{e}^{-t_{p} R_{2}}\left(\cos \left(\tau_{j} \omega\right)\right)^{2} \cos \left(t_{p} \omega\right)+\mathrm{e}^{-t_{p} R_{1}}\left(\sin \left(\tau_{j} \omega\right)\right)^{2}\right)$
$M_{y, j}=\mathrm{e}^{-2 \tau_{j} R_{2}} \cos \left(\tau_{j} \omega\right) \sin \left(\tau_{j} \omega\right)\left(\mathrm{e}^{-t_{p} R_{2}} \cos \left(t_{p} \omega\right)-\mathrm{e}^{-t_{p} R_{1}}\right)$
The transverse magnetizations after the pulse sequence $\frac{\pi}{2 y}-\tau-\frac{\pi}{2 x}-t_{p}-\frac{\pi}{2 x}-\tau$ - are

$$
\begin{align*}
M_{x, j}= & -\mathrm{e}^{-\tau_{j} R_{2}}\left(-\mathrm{e}^{-\left(\tau_{j}+t_{p}\right) R_{2}}\left(\cos \left(\tau_{j} \omega\right)\right)^{2} \cos \left(t_{p} \omega\right)\right. \\
& -\mathrm{e}^{-\tau_{j} R_{2}-t_{p} R_{1}}\left(\sin \left(\tau_{j} \omega\right)\right)^{2}+\cos \left(\tau_{j} \omega\right) \mathrm{e}^{-t_{p} R_{2}} \sin \left(t_{p} \omega\right)\left(\mathrm{e}^{-\tau_{j} R_{1}}-1\right) \\
& \left.+\sin \left(\tau_{j} \omega\right)\left(-1+\mathrm{e}^{-t_{p} R_{1}}\right)\right) \tag{D.5a}
\end{align*}
$$

$M_{y, j}=-\mathrm{e}^{-\tau_{j} R_{2}}\left(\cos \left(\tau_{j} \omega\right) \sin \left(\tau_{j} \omega\right) \mathrm{e}^{-\tau_{j} R_{2}}\left(-\mathrm{e}^{-t_{p} R_{2}} \cos \left(t_{p} \omega\right)\right.\right.$
$\left.+\mathrm{e}^{-t_{p} R_{1}}\right)+\sin \left(\tau_{j} \omega\right) \sin \left(t_{p} \omega\right) \mathrm{e}^{-t_{p} R_{2}}\left(\mathrm{e}^{-\tau_{j} R_{1}}-1\right)$
$\left.+\cos \left(\tau_{j} \omega\right)\left(1-\mathrm{e}^{-t_{p} R_{1}}\right)\right)$

The transverse magnetizations after the pulse sequence $\frac{\pi}{2 y}-\tau-\frac{\pi}{2 y}-t_{p}-\frac{\pi}{2 y}-\tau-$ are

$$
\begin{align*}
M_{x, j}= & \mathrm{e}^{-\tau_{j} R_{2}}\left(-\mathrm{e}^{-\left(\tau_{j}+t_{p}\right) R_{2}} \cos \left(t_{p} \omega\right)\left(\sin \left(\tau_{j} \omega\right)\right)^{2}\right. \\
& -\mathrm{e}^{-\tau_{j} R_{2}-t_{p} R_{1}}\left(\cos \left(\tau_{j} \omega\right)\right)^{2}+\sin \left(\tau_{j} \omega\right) \sin \left(t_{p} \omega\right) \mathrm{e}^{-t_{p} R_{2}}\left(\mathrm{e}^{-\tau_{j} R_{1}}-1\right) \\
& \left.+\cos \left(\tau_{j} \omega\right)\left(1-\mathrm{e}^{-t_{p} R_{1}}\right)\right) \tag{D.6a}
\end{align*}
$$

$M_{y, j}=-\mathrm{e}^{-\tau_{j} R_{2}}\left(\cos \left(\tau_{j} \omega\right) \sin \left(\tau_{j} \omega\right) \mathrm{e}^{-\tau_{j} R_{2}}\left(-\mathrm{e}^{-t_{p} R_{2}} \cos \left(t_{p} \omega\right)\right.\right.$
$\left.+\mathrm{e}^{-t_{p} R_{1}}\right)+\cos \left(\tau_{j} \omega\right) \mathrm{e}^{-t_{p} R_{2}} \sin \left(t_{p} \omega\right)\left(\mathrm{e}^{-\tau_{j} R_{1}}-1\right)$
$\left.+\sin \left(\tau_{j} \omega\right)\left(-1+\mathrm{e}^{-t_{p} R_{1}}\right)\right)$
(D.6b)

The fitting models of using Model 2 approximation for different phases and the phase cycling can be obtained by replacing $M_{x, j}$ and $M_{y j}$ into the optimization problem (28).

## D.3. The solutions of model 3

The effective matrix of Model 3 is calculated by

$$
\begin{equation*}
\operatorname{Exp}\left(A_{\pi}\right)=\operatorname{Exp}\left(A_{\text {Relax3 }}\right) \cdot \operatorname{Exp}\left(A_{\pi 3}\right) \cdot \operatorname{Exp}\left(A_{\text {Relax }}\right) \tag{D.7}
\end{equation*}
$$

where $\operatorname{Exp}\left(\mathbf{A}_{\text {Relax } 3}\right)$ represents the relax matrix of on-resonance, $\mathbf{E x}$ $\mathbf{p}\left(\mathbf{A}_{\pi 3}\right)$ represents the general effective matrix of the pulse without the relaxation,
$\boldsymbol{\operatorname { E x p }}\left(\mathbf{A}_{\text {Relax } 3}\right)=\left[\begin{array}{cccc}\mathrm{e}^{-1 / 2 t_{p} R_{2}} & 0 & 0 & 0 \\ 0 & \mathrm{e}^{-1 / 2 t_{p} R_{2}} & 0 & 0 \\ 0 & 0 & \mathrm{e}^{-1 / 2 t_{p} R_{1}} & -\mathrm{e}^{-1 / 2 t_{p} R_{1}}+1 \\ 0 & 0 & 0 & 1\end{array}\right]$
$\boldsymbol{\operatorname { x p p }}\left(\mathbf{A}_{\pi \mathbf{3}}\right)=\left[\begin{array}{cccc}P_{11} & P_{12} & P_{13} & 0 \\ P_{21} & P_{22} & P_{23} & 0 \\ P_{31} & P_{32} & P_{33} & 0 \\ 0 & 0 & 0 & 1\end{array}\right]$
where $P_{11}, P_{12}, P_{13}, P_{21}, P_{22}, P_{23}, P_{31}, P_{32}, P_{33}$ are elements of the matrix $\operatorname{Exp}\left(\mathbf{A}_{\pi 3}\right)$.

Thus, the general expressions of the transverse magnetization computed by Model 3 approximation are

$$
\begin{align*}
M_{x, j}= & \mathrm{e}^{-1 / 2 R_{2}\left(2 \tau_{j}+t_{p}\right)}\left(\mathrm { e } ^ { - 1 / 2 R _ { 2 } ( 2 \tau _ { j } + t _ { p } ) } \operatorname { c o s } ( \tau _ { j } \omega ) \left(\cos \left(\tau_{j} \omega\right) P_{11}\right.\right. \\
& \left.+\sin \left(\tau_{j} \omega\right)\left(P_{12}-P_{21}\right)\right) \\
& \left.+-\mathrm{e}^{-1 / 2 R_{2}\left(2 \tau_{j}+t_{p}\right)} P_{22} \sin \left(\tau_{j} \omega\right)\right)^{2}+\cos \left(\tau_{j} \omega\right) P_{13} \\
& -\sin \left(\tau_{j} \omega\right) P_{23}+\mathrm{e}^{-1 / 2 R_{1}\left(2 \tau_{i}+t_{p}\right)}\left(-\cos \left(\tau_{j} \omega\right) P_{13}\right. \\
& \left.\left.+\sin \left(\tau_{j} \omega\right) P_{23}\right)\right) \tag{D.10a}
\end{align*}
$$

$$
\begin{align*}
M_{y, j}= & \mathrm{e}^{-1 / 2 R_{2}\left(2 \tau_{j}+t_{p}\right)}\left(\mathrm { e } ^ { - 1 / 2 R _ { 2 } ( 2 \tau _ { j } + t _ { p } ) } \left(\operatorname { c o s } ( \tau _ { i } \omega ) \left(\operatorname { s i n } ( \tau _ { j } \omega ) \left(P_{11}\right.\right.\right.\right. \\
& \left.\left.\left.+P_{22}\right)+\cos \left(\tau_{j} \omega\right) P_{21}\right)+P_{12}\left(\sin \left(\tau_{j} \omega\right)\right)^{2}\right) \\
& +\mathrm{e}^{-1 / 2 R_{1}\left(2 \tau_{j}+t_{p}\right)}\left(-\sin \left(\tau_{i} \omega\right) P_{13}-\cos \left(\tau_{j} \omega\right) P_{23}\right) \\
& \left.+\sin \left(\tau_{j} \omega\right) P_{13}+\cos \left(\tau_{j} \omega\right) P_{23}\right) \tag{D.10b}
\end{align*}
$$

The specific expressions for different phases of the echo pulse or the phase cycling can be obtained by substituting the matrix $\operatorname{Exp}\left(\mathbf{A}_{\pi 3}\right)$ which are demonstrated in the following.

The effective matrix of the pulse with the phase scheme of phases $\{0, \pi\}$ when the relaxation is ignored is

(D.11)
which can be directly computed by setting $R_{1}, R_{2}$ to be 0 in the matrix A. Subsitituting $\operatorname{Exp}\left(\mathbf{A}_{\pi \mathbf{3}}\right)$ with $\operatorname{Exp}\left(\mathbf{A}_{\pi \mathbf{3 0 2}}\right)$, the transverse magnetizations for this approximation are

$$
\begin{align*}
M_{x, j}= & \left(-\frac{\omega \sin \left(\sqrt{b_{1}^{2}+\omega^{2}} t_{p}\right) \sin \left(2 \tau_{j} \omega\right)}{\sqrt{b_{1}^{2}+\omega^{2}}}+\frac{b_{1}^{2}\left(\cos \left(\tau_{j} \omega\right)\right)^{2}}{b_{1}^{2}+\omega^{2}}\right. \\
& \left.+\frac{\left(\omega^{2} \cos \left(2 \tau_{j} \omega\right)-b_{1}^{2}\left(\sin \left(\tau_{j} \omega\right)\right)^{2}\right) \cos \left(\sqrt{b_{1}^{2}+\omega^{2}} t_{p}\right)}{b_{1}^{2}+\omega^{2}}\right) \mathrm{e}^{-R_{2}\left(2 \tau_{j}+t_{p}\right)} \tag{D.12a}
\end{align*}
$$

$$
\begin{align*}
M_{y, j}= & \left(1 / 2\left(\frac{\left(2 \omega^{2}+b_{1}^{2}\right) \cos \left(\sqrt{b_{1}^{2}+\omega^{2}} t_{p}\right)}{b_{1}^{2}+\omega^{2}}+\frac{b_{1}^{2}}{b_{1}^{2}+\omega^{2}}\right) \sin \left(2 \tau_{j} \omega\right)\right. \\
& \left.+\frac{\omega \cos \left(2 \tau_{j} \omega\right) \sin \left(\sqrt{b_{1}^{2}+\omega^{2}} t_{p}\right)}{\sqrt{b_{1}^{2}+\omega^{2}}}\right) \mathrm{e}^{-R_{2}\left(2 \tau_{j}+t_{p}\right)} \tag{D.12b}
\end{align*}
$$

The expressions of the transverse magnetization (Eq. (D.12)) are much simpler than the full solution of the Bloch equations, and they provide good performance when $\|\omega\| \leqslant \gamma B_{1}$ or $R_{1} \approx R_{2}$. This tells us that when $\|\omega\| \leqslant \gamma B_{1}$, the transverse decay rate during a soft echo pulse is approximate to the true $R_{2}$, but the major factor which results in errors of the measurement of $R_{2}$ is from offsets which affect the amplitude of the exponential decay. The fitting optimization problem constructed by Eq. (D.12) does not rely on the value of $R_{1}$, which means that it is not necessary to obtain the value of $R_{1}$ before fitting $R_{2}$ if the phase cycling is applied.

The effective matrix of the soft echo pulse when it is along with the $x$ axis and the relaxation is ignored is

(D.13)

The effective matrix of the pulse with the phase $\frac{\pi}{2}$ when the relaxation is ignored is
 (D.14)

Respectively substituting $\operatorname{Exp}\left(\mathbf{A}_{\pi \mathbf{3}}\right)$ with $\operatorname{Exp}\left(\mathbf{A}_{\pi \mathbf{3 0}}\right)$ and $\operatorname{Exp}\left(\mathbf{A}_{\pi \mathbf{3 1}}\right)$ into Eq. (D.7), the magnetization before the acquisition for phases 0 and $\pi / 2$ of the echo pulse can be achieved. Clearly, if $\omega$ is not
equal to 0 , the entries $P_{13}$ and $P_{23}$ will not be zero in these two cases, this means that the $z$ magnetization will affect the transverse magnetization. Thus, the fitting models constructed for these phases require that $R_{1}$ is known.

## D.4. The solutions of model 4

The effective matrix of Model 4 is calculated by

$$
\begin{equation*}
\operatorname{Exp}\left(\mathbf{A}_{\pi}\right)=\operatorname{Exp}\left(\mathbf{A}_{\pi 4}\right) \cdot \operatorname{Exp}\left(\mathbf{A}_{\text {Relax4 }}\right) \cdot \operatorname{Exp}\left(\mathbf{A}_{\pi \mathbf{4}}\right) \tag{D.15}
\end{equation*}
$$

where $\operatorname{Exp}\left(\mathbf{A}_{\pi \mathbf{4}}\right)$ is obtained by substituting $t_{p}$ of Eqs. (D.11), (D.13) or (D.14) with $t_{p} / 2$, and $\operatorname{Exp}\left(\mathbf{A}_{\text {Relax } 4}\right)$ is obtained by substituting $t_{p}$ of Eq. (D.8) with $2 t_{p}$, then the transverse magnetization for this approximation of Model 4 with respect to the phase cycling, phase 0 and $\pi / 2$ is calculated by Eq. (25) (results are not shown).
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